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The scanning microwave microscope is used for calibrated capacitance spectroscopy and spatially

resolved dopant profiling measurements. It consists of an atomic force microscope combined with a

vector network analyzer operating between 1–20 GHz. On silicon semiconductor calibration samples

with doping concentrations ranging from 1015 to 1020 atoms/cm3, calibrated capacitance-voltage

curves as well as derivative dC/dV curves were acquired. The change of the capacitance and the

dC/dV signal is directly related to the dopant concentration allowing for quantitative dopant profiling.

The method was tested on various samples with known dopant concentration and the resolution of

dopant profiling determined to 20% while the absolute accuracy is within an order of magnitude.

Using a modeling approach the dopant profiling calibration curves were analyzed with respect to

varying tip diameter and oxide thickness allowing for improvements of the calibration accuracy.

Bipolar samples were investigated and nano-scale defect structures and p-n junction interfaces

imaged showing potential applications for the study of semiconductor device performance and failure

analysis. VC 2012 American Institute of Physics. [doi:10.1063/1.3672445]

I. INTRODUCTION

In scanning microwave microscopy (SMM), a perform-

ance network analyzer (PNA) sends a continuous microwave

(MW) signal to the conductive tip of an atomic force micro-

scope (AFM).1 Depending on the impedance of the tip-

sample interface, part of the microwave signal is reflected

and measured by the PNA as the scattering S11 reflection

signal. In SMM, the sample or ‘device under test’ (DUT

referred in network analysis) consists of the AFM probe and

the region of the sample immediately beneath the AFM

probe tip.2–4 Scanning capacitance measurements of semi-

conductors is one promising application of impedance meas-

urements with SMM.5 Usually an insulating oxide layer of a

few angstroms grows on semiconductors like Si or GaAs

due to oxygen exposure. Therefore, a conductive AFM tip

and the semiconductor form a metal-oxide-semiconductor

(MOS) system.6 Depending on the sign of the applied bias

voltage to the tip, the charge carriers in the semiconductor

are attracted or depleted from the surface forming a space

charge region. The width of the space charge region in the

semiconductor varies with the tip bias affecting the capaci-

tance of the MOS junction. For a given tip bias, the width of

the space charge region is also a function of the charge car-

rier density in the semiconductor, which is in many cases

approximately the concentration of impurity donor or

acceptor atoms, i.e. the dopant concentration. Measuring the

capacitance difference DC of the tip-sample interface and its

variation with an applied tip-sample bias is an important

extension for the electrical characterization of semiconduc-

tors (referred as dC/dV imaging). Recently, it was shown

that the reflection coefficient S11 amplitude can be calibrated

to yield quantitative measurements of the capacitance at the

tip sample interface.7 Calibrated SMM enables a two dimen-

sional mapping of the carrier density across different regions

of a semiconductor, with applications in failure analysis,

characterization and performance modeling of semiconduc-

tor devices.5,8

In comparison to SMM, scanning nonlinear dielectric

microscopy (SNDM) and scanning capacitance microscopy

(SCM) provide information on the differential capacitance of

semiconductor materials.9–12 In SCM, a resonant capacitance

sensor is connected to a grounded tip via a transmission line

attached to a UHF capacitance sensor. The working fre-

quency of SCM is fixed to �1 GHz, while SMM can operate

in a broad band spectrum typically between 1 MHz and

20 GHz. For the same data acquisition time and capacitance

values, higher operating frequencies (xHF) result in increased

load impedance changes in ZL due to Z� 1/jxHFC of the res-

onator, sample, and shunt resistor combination [Fig. 1(a)].

With the PNA measuring the scattering S11 reflection based
a)Author to whom correspondence should be addressed. Electronic mail:

ferry_kienberger@agilent.com.
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on the impedance (S11¼ (ZL�Z0)/(ZLþZ0); with ZL the

load impedance and Z0 the characteristic impedance of the

transmission line standardized as 50 Xs), this impedance

change leads to larger changes in the amplitude of the reflec-

tion coefficient S11 and consequently to improved, frequency

controlled, signal-to-noise ratio of SMM. For differential ca-

pacitance measurements the modulating AC bias frequency is

typically 10 kHz for both SMM and SCM. Sample prepara-

tion is important in SCM including a polishing procedure and

a stage where the surface oxide is formed and passivated. In

SMM, no special oxide preparation is necessary. Recently, a

method for quantitative scanning capacitance spectroscopy

was introduced with an external capacitance bridge con-

nected to an AFM.13 The low frequency (1–20 kHz) capaci-

tance bridge is used to measure the local capacitance

between the tip and the sample. In this way, capacitance

spectroscopy can be carried out with SCM, where the capaci-

tance is recorded during a DC voltage sweep to obtain a ca-

pacitance versus voltage C-V curve for further analysis.

However, this method is in the order of 100 times slower

than C-V curves acquired with SMM.5

In this paper, we focus on SMM based C-V spectroscopy

and dC/dV imaging of silicon semiconductors with doping

concentrations ranging from 1015 to 1020 atoms/cm3.

A quantitative dC/dV dopant profiling calibration is per-

formed on p- and n-doped samples with known dopant den-

sities. Its limitations were analyzed using a model approach

and the accuracy determined by evaluating bipolar SRAM

samples.

II. MATERIALS AND METHODS

A. Capacitance measurements

In the reflection mode PNA measurements, the imped-

ance mismatch between the transmission line and the DUT

results in a fraction of the incident microwave signal being

back-reflected toward the signal source. A schematic setup

is outlined in Fig. 1(a). As the impedances under study are

significantly different from the characteristic impedance of

the network analyzer, a transformation to 50 X is necessary

and achieved by using an external 50 X shunt. The AFM

probe tip is in contact with the sample using a conductive

AFM cantilever. A microwave shield was added to the AFM

tip holder in order to shield the conductive body of the canti-

lever from the surrounding environment. For the reported

SMM measurements, an Agilent 5400 or 5600 AFM (Agilent

Technologies, Chandler, AZ, USA) is combined with an

Agilent PNA series network analyzer E8362B (Agilent

Technologies, Santa Rosa, CA, USA). Solid metal cantile-

vers (Rocky Mountain RMN 12Pt 400 A) were used.

(Disclaimer: ‘Certain commercial equipment, instruments,
or materials are identified in this paper in order to
adequately specify the experimental procedure. Such identifi-
cation does not imply recommendation or endorsement by
NIST, nor does it imply that the materials or equipment used
are necessarily the best available for the purpose’). In the

SMM capacitance measurement mode, the topographical

image is acquired simultaneously with the PNA amplitude/

capacitance image. After approaching the AFM-tip to the

sample, the S11 reflection amplitude and phase versus fre-

quency were acquired. Figure 1(b) shows a typical amplitude

frequency dependence from 1–20 GHz. Using the capaci-

tance calibration workflow, the PNA amplitude dB values

are transferred to femtoFarad (fF) values.7 By sweeping over

the tip DC bias (typically between �4 andþ 4V) calibrated

C-V curves were acquired at fixed lateral positions.

B. dC/dV imaging

For dC/dV imaging, we additionally used a dopant profil-

ing measurement module (DPMM) attached to the PNA and

a lock-in modulation technology [see Fig. 1(a)]; the operation

is explained in detail in Ref. 14. This measurement technique

FIG. 1. (Color online) The principle of dop-

ant profiling with scanning microwave mi-

croscopy (SMM). (a) The signal pathway

for dC/dV imaging using the DPMM (dop-

ant profiling measurement module) and the

AC mode controller. 1: Microwave source,

2: directional coupler for power reference,

3: directional coupler for reflected signal

power, 4: data acquisition for power refer-

ence, 5: data acquisition for reflected signal

power, 6: AFM scanner and tip, 7: 50 X
load in resonator setup with AFM tip, 8:

sample, 9: signal ground, 10: MW ampli-

fiers, 11 MW mixer for demodulation, 12:

low frequency oscillator, 13: low frequency

mixer for demodulating the xmod signal, 14:

dC/dV (r,VDC) data acquisition; (b) PNA

amplitude reflection (in Decibel dB) vs sig-

nal frequency from 1 to 20 GHz. (c) Spec-

troscopy curves showing dC/dV amplitude

vs DC tip bias on differently doped regions

of a n-type semiconductor. The doping lev-

els range from 1015 to 1019 atoms/cm3.
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requires two signals: a low-frequency (LF) signal (in the

kHz to MHz region) to modulate the capacitance of the semi-

conductor through the native oxide interface and a PNA stim-

ulus signal (1–20 GHz) that passes through the DPMM to the

AFM tip as the incident MW signal. Due to changes in the ca-

pacitance of the sample induced by the LF signal, the

reflected MW signal is modulated at a rate equal to the LF.

The signal returned toward the PNA is a superposition of the

MW signal in the GHz range and the LF modulation. A

multi-step lock-in amplifier (LIA) technique is applied to

gain the response of the system to the LF modulation. In a

first step, the reflected signal is fed into two amplifiers, one

turns the signal back into the PNA for S11 measurement and

the other one feeds the signal into a mixer where it is super-

imposed with the continuous MW signal leaving the PNA.

This process removes the high frequency MW part of the sig-

nal and sends the LF signal to a second lock-in amplifier

operating at the modulation frequency. The second lock-in

amplifier rectifies the LF signal and generates a DC output

signal which is proportional to the LF modulation response of

the capacitance. The technique effectively measures the de-

rivative of the C-V curve with respect to the bias voltage at a

fixed DC bias. The output signal is therefore referred to as the

dC/dV signal. The dC/dV signal generally has a bandwidth

up into the kHz range and is suitable to be acquired synchro-

nously to the scanning of the sample surface. The complex

dC/dV signal can be plotted either as amplitude and phase

images or x- and y-component images; both descriptions con-

tain the same information and are interchangeable.

For the dC/dV imaging a sharp resonance peak in the

PNA amplitude spectrum was chosen between 1–20 GHz

(typically 19 GHz), and the PNA frequency is adjusted in

2 MHz steps so that an optimal dC/dV amplitude signal is

achieved. Then appropriate values for the AC-drive voltage

and frequency are chosen, typical values are 0.5 V and

15 kHz, respectively. Figure 1(c) shows dC/dV (V) curves

for distinct doping concentrations on n-typed silicon. Those

curves are acquired at fixed lateral positions by changing the

DC-tip bias. Out of the measured spectra the best tip-bias

VDC, e.g., those with the highest dC/dV signal was used for

subsequent imaging. Typically, for n-doped samples the

maximum signal occurs at positive DC tip bias voltages and

for p-doped samples at negative bias voltages. Scan speeds

were �1 line/s with an imaging rate of roughly 8 min/frame

(512� 512 pixels per frame).

C. Sample description

For our measurements, well characterized dopant profil-

ing calibration samples were used. Those samples are com-

mercially available from IMEC CAMS (Center for

Advanced Metrology Solutions), Belgium (part numbers

T8_3 and T9 for p-doped and n-doped, respectively). They

consist of several layers of silicon with varying dopant den-

sity grown on a silicon wafer.15 The dopants are either

donors or acceptors resulting in n- or p-doped material,

respectively. The wafers are then cleaved to expose the cross

sections of the layers. The local distributions of the dopant

concentration in these cross sections have been determined

by a number of complementary techniques and detailed spec-

ification sheets have been established.15 In addition, a p-type

sample with known doping concentration as well as a bipolar

SRAM (static random access memory) integrated circuit

device have been investigated (standard test sample with

doping densities given in Ref. 16).

D. FASTC2D modeling

The FASTC2D software from NIST17,18 rapidly converts

dC/dV images of dopant gradients in semiconductors to two-

dimensional dopant profiles. FASTC2D uses a so-called

quasi-3D model of the MOS capacitor formed by the tip and

an oxidized semiconductor surface. Here the standard 1D

model of the MOS capacitor is used to calculate a database

of 1D C-V curves. The C-V curve database consists of an

array of C-V curves at many different dopant concentrations

and oxide thicknesses. The use of a database allows the 3D

tip-sample C-V curves to be calculated very rapidly, regard-

less of the time required to calculate an individual 1D C-V

curve. The 3D nature of the tip-semiconductor system is

approximated by breaking the tip into a series of 140 concen-

tric rings, parallel and progressively offset from the surface,

and then summing the 1D C-V characteristics to simulate the

3D tip-to-sample C-V curve. FASTC2D can then calculate

the SMM dC/dV response as a function of dopant concentra-

tion from the tip C-V curves.

FASTC2D simulates dC/dV response using 3 tip model

parameters (tip spherical radius, tip flat radius, and tip shank

cone angle), 3 sample model parameters (oxide thickness, ox-

ide dielectric constant, and sample conductivity type), and 3

operating point model parameters (magnitude of the low fre-

quency and high frequency voltages, and the dc operating

voltage relative to the sample flatband voltage at one dopant

concentration). Initially, the dopant profile is determined

from the measured SMM response using the best estimate of

all the model parameters and one normalization point of sig-

nal at a known dopant concentration (for example, the peak

dopant concentration). This normalization point accounts for

the difficult to measure tip-to-sample coupling and instrument

tuning. If additional information is known about the profile

(for example, the substrate concentration or the total dose of

an ion implanted profile), the fit of the extracted dopant pro-

file can be improved by slightly adjusting one or more of the

model parameters. The goal of tuning the model parameters

is to produce a simulation that agrees exactly with measure-

ment at one dopant concentration point and predicts the dop-

ant concentration at all the other points using a physics based

model and all the information that is known about the sample.

In practice, only the following parameters are adjusted:

1. Oxide dielectric constant-to-oxide thickness
(eox/tox) ratio

FASTC2D calculates differential capacitance signal

using a one dimensional MOS model and approximates the

3D aspect of the problem by breaking the tip into a series of

140 concentric rings at different tip-sample spacings above

the surface. This approach tends to over-estimate the field

strength at the surface. Hence we usually get better fits to

014301-3 Huber et al. J. Appl. Phys. 111, 014301 (2012)
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experimental data by decreasing the oxide (eox/tox) ratio; that

is, by using a fictitiously smaller dielectric constant or larger

oxide thickness as model parameters. Adjusting these two pa-

rameters changes the total range of the calculated differential

capacitance signal over the dopant concentration range. A

similar effect can be obtained by reducing the modeled AC

and/or HF voltages with respect to the actual applied values.

2. Tip-to-sample flatband voltage

When varying the applied tip DC voltage the

differential-capacitance signal should reach a maximum near

the flatband voltage. Flatband voltage is also a function of

dopant concentration, so that when imaging a dopant gradi-

ent sample, the tip will be biased at flatband at only one dop-

ant concentration and all other dopant concentrations will be

imaged at a predictable offset from flatband. The dopant con-

centration where the tip is biased exactly at flatband is an ad-

justable parameter in FASTC2D and this value allows the

tip-sample work function and surface charge to be accounted

for in the FASTC2D model. By varying the tip bias or dopant

concentration used by the model as the DC operating point

of the measurement, the curvature of the calibration curve,

especially at lower dopant concentrations, can be adjusted.

Adjusting this parameter may compensate for uncertainties

in the applied DC bias relative to the sample flatband volt-

age, but it also partially compensates for limitations of the

quasi-3D model used by FASTC2D.

Measured dC/dV signals are converted to dopant con-

centration through use of the calibration curve method. The

calibration curve is determined by calculating the SMM sig-

nal for distinct values of dopant concentration using the

model parameters for which the SMM data was acquired.

The SMM signal value at each x- and y- position of the

image is related to a value of dopant concentration from

interpolation versus the calibration curve points. Each meas-

ured differential capacitance point is treated independently;

i.e., the effect of the local dopant gradient and curvature is

ignored. Because the adjacent points are not considered, one

calibration curve is equally suitable for every point of the

entire SMM image.

The quasi-3D model used by FASTC2D has a few limi-

tations. While the model reproduces the functional depend-

ence of the dC/dV signal on all the model parameters, it does

not produce detailed agreement in the shape of the dC/dV

versus tip bias voltage curve for a tip-oxide-silicon measure-

ment, even for uniformly doped material. A full three-

dimensional Poisson solution of the SMM/SCM geometry

produces dC/dV versus V curves that are a better match to

measurement. The quasi-3D model works best when the dop-

ant profile varies a small amount over the scale of the tip ra-

dius. FASTC2D will not accurately predict dC/dV signal for

profiles which change rapidly with respect to tip radius.

While the quasi-3D model is relatively insensitive to the tip

radius parameter after signal normalization, measurements

with tips that are sharp with respect to the profile are neces-

sary to get the best quality results. Finally, the quality of the

fit of theory to data depends critically on producing a sample

with a high quality oxide (low interface traps and no leakage

current influencing the measured dC/dV) and data acquisi-

tion conditions which limit photo generated carriers.

III. RESULTS AND DISCUSSION

A. Calibrated capacitance spectroscopy C-V curves

The PNA measurement frequency was adjusted to

�19 GHz by acquiring the reflection amplitude spectroscopy

curve shown in Fig. 1(b). Using the PNA amplitude of the

S11 reflection coefficient signal, we acquired calibrated C-V

curves at different positions on the n- and p-doped calibra-

tion samples (Fig. 2). The doping concentration can thereby

be evaluated using the relative change of the capacitance in

accumulation and depletion regions. For this the tip was

located at fixed positions and the tip-bias was swept from

roughly �4 to þ 4 V while the PNA amplitude signal was

acquired at 19 GHz. The PNA amplitude signals were trans-

ferred into fF values by using a capacitance calibration sam-

ple which consists of conductive gold pads of various sizes

on a SiO2 staircase structure.7 The sample capacitance could

thereby be described as idealized parallel plates with the

SiO2 dielectric sandwiched in between. From this procedure,

a calibration factor Alpha (with units of fF/dB) is determined

and used to convert S11 (dB) values into capacitance (fF) val-

ues. Typical values of Alpha are between 0.2 and 2 fF/dB

(depending on tips and parameter settings). Figures 2(a) and

2(b) show C-V curves acquired on regions with different

doping concentrations on the n-doped and p-doped

FIG. 2. (Color online) Calibrated C-V curves acquired at 19 GHz on doped

semiconductors. (a) On a laterally fixed position on the n-doped sample the

PNA amplitude was acquired at different DC-tip bias voltages ranging from

�4 toþ 4 V. The reflection amplitude values were calibrated to femto-Farad

(fF) using a capacitance calibration sample. C-V curves were acquired at

two different positions with different doping concentrations (6.1� 1015,

1.7� 1019 atoms/cm3) and three curves are shown for each position. (b) C-V

measurements (tip bias ranging between �3 andþ 3 V) were done on a

p-doped sample on four different positions with different doping concentra-

tions (8.8� 1016, 1.7� 1018, 1.6� 1019, 9.1� 1019 atoms/cm3).

014301-4 Huber et al. J. Appl. Phys. 111, 014301 (2012)
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calibration samples, respectively. For low doping concentra-

tions (�1016 atoms/cm3) the change of the capacitance with

the change of the tip-bias is around 70–120 aF, while for

high doping concentrations (�1019 atoms/cm3) the capaci-

tance change is around 10–20 aF.

B. Dopant profiling calibration curves

The dC/dV signal intensity was optimized following the

procedure described in Sec. II B, at a fixed AC bias of

þ 0.5 V peak-to-peak amplitude and a modulation frequency

of about 15 kHz. The dC/dV (V) curves acquired at different

doping concentrations are plotted in Fig. 1(c). Out of these

data, the optimal DC tip-bias voltage was selected for subse-

quent dC/dV imaging. In Figs. 3(a) and 3(b) the topography,

as well as the simultaneously recorded dC/dV amplitude

images of n- and p-doped calibration samples, are repre-

sented. The cross section profiles in Fig. 3 are acquired on

the location of the white lines and show a uniform signal in

the differently doped regions. As one can see, the topography

of both samples is almost flat and does not interfere with the

dC/dV measurement. According to the corresponding speci-

fication sheets of the calibration samples,15 the p-doped sam-

ple shows dopant concentrations between 1.4� 1016 (bulk)

and 9.1� 1019 atoms/cm3 (edge), whereas the doping of the

n-type sample ranges from 4.1� 1015 (bulk) to 1.7� 1019

atoms/cm3 (edge). In Fig. 3, the bulk region with the lowest

doping concentration is on the left while the highest doping

is on the right hand side close to the edge. As follows from

MOS theory, a lower doping concentration results in a higher

dC/dV amplitude and vice versa.19 This trend is clearly

shown on the cross sectional profile in Fig. 3.

From the dC/dV images of the p- and n-doped calibration

samples calibration curves were determined. Using software

based analysis of the signals taken in the differently doped

regions (PicoImage, Agilent Technologies), average dC/dV am-

plitude values were calculated and compared to the known dop-

ant concentration from the specification sheet. The so achieved

calibration curves are plotted in Figs. 4(a) and 4(b). The plot of

the dC/dV signal versus dopant concentration (later referred to

the dopant calibration curve) can be used for quantitative evalu-

ation of doping concentrations. While the doping concentrations

range from 1015 to 1020 atoms/cm3, the corresponding dC/dV

amplitude values vary between roughly 0 and 1 V, respectively.

The higher the measurement frequency the higher the dC/dV

signals and the corresponding signal-to-noise ratio (SNR); e.g.,

FIG. 3. (Color online) SMM topography (upper panel) and dC/dV images

(center panel) of n-typed (left; 30� 30 um image size) and p-typed (right;

10� 10 um image size) doped semiconductors acquired at 19 GHz and modu-

lation frequency of 14 kHz. DC tip bias wasþ 1 and -1 V for n- and p-type,

respectively. The lower panel shows the cross section profiles along the white

lines. In accordance with the specification sheets four and five distinguished

steps can be obtained for the n- doped and p-doped samples, respectively. The

edge corresponds to high doping concentration and the bulk to low doping.

FIG. 4. (Color online) Dopant calibra-

tion curves showing the dC/dV ampli-

tude with respect to the dopant

concentration for the n-doped (a) and

p-doped (b) calibration sample. From

the dC/dV images the average amplitude

was analyzed at various regions of inter-

ests (PicoView software, Agilent Tech-

nologies) and plotted with respect to the

corresponding doping concentrations as

taken from the supplier specification

sheets. (c) dC/dV image of a p-doped

test sample with four different doping

densities: 6� 1015 (region 1), 8� 1016

(region 2), 1� 1017 (region 3), and

1� 1019 atoms/cm3 (region 4). The

regions 2 and 3 are 300 nm wide. (d) Ta-

ble comparing doping concentrations

based on the dC/dV image and reference

values for regions 1–4 (Ref. 19).
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on the n-doped calibration sample a �10 times higher SNR is

obtained at 19 GHz compared to 2 GHz (data not shown). Fig-

ure 4(c) shows a dC/dV image of a test sample with four differ-

ent 300 nm wide p-doped areas. According to the measured dC/

dV signals and the corresponding calibration curve (acquired

with the same set of imaging parameters and the same tip), the

dopant concentration was determined for the four different

regions. The results were compared to the data from SIMS (sec-

ondary ion mass spectrometry) and are listed in Fig. 4(d). It was

found that the absolute SMM values agree within an order of

magnitude to the absolute SIMS data. Regarding resolution, two

differently doped areas can be distinguished (e.g., region 2 and

3) if there dopant density is 20% different.

For proper comparison of dC/dV signals between calibra-

tion sample and ‘unknown’ sample, it is crucial to keep the

imaging parameters like PNA frequency and AC-drive con-

stant. However, there are several additional factors related to

non-uniform sample properties that influence the accuracy of

the calibration procedure. Uncertainties are introduced mainly

from varying quality of tip-sample junctions, contamination

of the sample surface and changes of the insulator thickness

of the MOS junction. These effects lead to different slopes in

the C-V curves and therefore to varying dC/dV signals. When

comparing unknown samples to calibration samples, varia-

tions of the oxide thickness may influence the accuracy by the

same effect. From several test measurements where imaging

parameters, tips, and samples have been varied and investi-

gated over time we determined the repeatability and accuracy

of evaluating absolute doping concentrations. Within a

dynamic range of 1015 to 1020 atoms/cm3 absolute doping

concentrations can be evaluated within an order of magnitude

on untreated samples with native oxide. Relative doping con-

centrations can be measured with a much better resolution of

�20%, though. Relative dopant profiling is particularly useful

when differently doped regions need to be distinguished on

the same sample or when a reference spot with known dopant

density is available. Furthermore, different tips with varying

diameters and shapes result in different calibration curves.20

Therefore, the calibration has to be repeated when, e.g., canti-

levers are changed. Overall, the use of specially prepared sam-

ples with a defined thickness of the oxide surface can

significantly increase the measurement accuracy.10 More

insights into the sensitivity and reproducibility of the calibra-

tion procedure can be gained when the various effects (e.g.,

varying oxide thickness) are modeled and their influence on

the calibration curves studied in the next chapter.

C. Dopant profiling and capacitance spectroscopy
modeling

FASTC2D was used to model the differential capaci-

tance versus voltage, and calibration curve data taken with

the SMM. Experimentally, some of the FASTC2D model pa-

rameters are known precisely and others are educated

guesses. To improve the fit of the theoretical differential ca-

pacitance simulations to experimental data, a calibration

curve is first calculated using the best known values of the

measurement parameters and one normalization point, where

both the differential capacitance signal magnitude and dop-

ant concentration are known. Adjustable model parameters

include the tip shape (radius of curvature and cone angle),

sample parameters (conduction type, surface insulator thick-

ness, tox, and dielectric constant, eox), the SMM operating

point (applied DC bias relative to flatband, magnitudes of the

applied AC and HF voltages), and a normalization point (sig-

nal level at one known dopant concentration).

FASTC2D fits to the differential capacitance versus voltage

curves from Fig. 1(c) are shown in Fig. 5(a), fits to the n-type

calibration curve from Fig. 4(a) are shown in Fig. 5(b), and fits

to the p-type calibration curve from Fig. 4(b) are shown in Fig.

5(c). In Fig. 5(a), relatively good agreement is made between

the measured and modeled dC-V curves by increasing the value

of the HF voltage, which tends to broaden the peaks in dC. Flat-

band point of the modeled dC-V curves is shifted byþ 0.8 V to

align the flatband voltage with the experimental data. The rela-

tive magnitudes of the measured dC-V curves are in approxi-

mate agreement with the modeled values.

Two fits are shown for the n-type calibration curve in Fig.

5(b). The solid black line is a fit with all model parameters at

their nominal values and the dashed black line with a fictitiously

large value of (eox/tox). Three fits are shown for the p-type cali-

bration curves in Fig. 5(c). The solid black line shows the first

fit with all model parameters at their nominal values. The qual-

ity of the fit was improved by decreasing the value of (eox/tox)

and by varying the modeled DC operating point of the SMM

with respect to the surface flatband condition (dashed and dotted

lines). Both of the fits with fictitious parameters are equally

good, though the fit with (eox/tox)¼ 0.5 probably reflects the cur-

vature of the calibration curve better. The level of variation of

the model parameters used in FASTC2D to fit model response

to experimental data is in keeping with those previous seen for

SCM using an RCA style sensor.21,22 With respect to its agree-

ment with the FASTC2D modeling software, the SMM seems

to be measuring the same physical quantities as the SCM.

D. Dopant profiling on a bipolar p-n sample

In addition to unipolar doped samples, a conventional

bipolar p-n SRAM sample has been investigated and dC/dV

images acquired after optimization of the PNA frequency to

�18 GHz and the low frequency modulation to 14 kHz at

1 V AC bias. A topographic image of the investigated sample

is shown in Fig. 6(a) including a sketch correlating the topo-

graphic features with doping type and corresponding concen-

trations listed in Fig. 6(d).16,23 The schematic indicates

p-type areas with reference doping concentrations ranging

from 2� 1016 to 2� 1017 atoms/cm�3 (p-epi, p-doped chan-

nel) and n-type areas ranging from 5� 1018 to 2� 1020

atoms/cm�3 (nþ, n-LDD). Figure 6(b) shows the dC/dV

phase image; the various n- and p-doped areas can be distin-

guished and no cross-talk with the topography is observed.

To separate between n- and p-type doping the complex

dC/dV signal has been analyzed and four specifically selected

areas were plotted in a scatterplot [Fig. 6(c)]. Note that the

complex dC/dV signal can be analyzed either in the frame of

amplitude/phase or x/y components, both representations

contain the same information and are interchangeable. By

changing the phase the measurement can be adjusted so that
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FIG. 6. (Color online) dC/dV imaging of

a hetero-bipolar SRAM sample and esti-

mation of doping concentration. (a) To-

pographical image with 10� 10 lm scan

size and sketch of the differently doped

regions. (b) Simultaneously acquired

dC/dV phase image. From the data points

within the labeled squares a scatterplot

of the dC/dV x and y components is

shown in (c). The various regions of in-

terest (p-epi, p-doped channel, nþ,

n-LDD) can be clearly distinguished and

the doping polarity and density analyzed.

(d) The dC/dV signals were transferred

to dopant concentrations via the calibra-

tion curve and compared to published

reference values (Ref. 16).

FIG. 5. (Color online) Modeling of SMM data using FASTC2D. (a) FASTC2D fit to the experimentally measured dC/dV (V) curves shown in Fig. 1(c). The

qualitative behavior at different dopant densities can be properly described. All model parameters are the same as their experimental values, except for the

magnitude of the high frequency voltage which was allowed to vary from the estimated 800 mV actually applied to 3000 mV. (b) FASTC2D fits to the experi-

mentally determined n-type calibration curve shown in Fig. 4(a). Normalization point for all fits is 0.5 at Nd¼ 9.4� 1016 cm�3. Solid black line is a fit with all

model parameters at their nominal values, (eox/tox)¼ (3.9/1 nm)¼ 3.9, and the DC bias tuned to produce the maximum dC response at Nd¼ 1016 cm�3. Dashed

black line is a fit with (eox/tox)¼ 0.5 and the DC bias tuned to produce the maximum response at Nd¼ 1015 cm�3. (c) FASTC2D fits to the experimentally deter-

mined p-type calibration curve shown in Fig. 4(b). Normalization point for all fits is 0.16 at Na¼ 1.7� 1018 cm�3. Solid black line is a fit with all model pa-

rameters at their nominal values, (eox/tox)¼ (3.9/1 nm)¼ 3.9 and the DC bias tuned to produce the maximum dC response at Na¼ 1016 cm�3. Dashed black

line is a fit with (eox/tox)¼ 0.5 and the DC bias tuned to produce the maximum response at Na¼ 2� 1018 cm�3. Dotted black line is a fit with (eox/tox)¼ 1.0 and

the DC bias tuned to produce the maximum response at Na¼ 1� 1018 cm�3.
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the SMM measures either the component of the signal in-

phase or 180 degrees out of phase with respect to the drive

signal. For evaluating the doping concentrations dC/dV

imaging has been carried out subsequently at a DC tip bias of

�0.5 andþ 0.5 V for proper p- and n-type imaging, respec-

tively. By reading out the dC/dV signals of the four selected

regions the doping concentrations were looked up in the cor-

responding p- and n-type calibration curves. The doping lev-

els determined in this manner are compared with the

published specification values listed in Fig. 6(d). Overall,

absolute doping concentrations correlate between SMM and

SIMS reference values within an order of magnitude. Figure

7 shows a more detailed topography and dC/dV image of the

SRAM sample. One can identify several p-n defect structures

in the n-doped channels observed in the dopant profiling

image [cf. arrow in Fig. 7(b)]. A sketch depicts p- and n-

doped areas in Fig. 7(d), which corresponds well to the vari-

ous doping types and concentrations in the dC/dV image. No

cross talk is obtained between topography and dopant profil-

ing image. Bipolar p/n junction interfaces are observed with

a width of �100 nm [cf. arrows in Fig. 7(c)]. The exact width

of the p-n junction depends on the tip-bias (data not shown)

and was investigated in Refs. 16 and 23.

IV. CONCLUSION

The SMM allows for simultaneous topography imaging,

capacitance imaging and dC/dV imaging of semiconductor

samples at nanoscale resolution. Different doping levels

were evaluated using capacitance S11 imaging with cali-

brated C-V curves acquired quickly within seconds at fre-

quencies up to 20 GHz with a sensitivity of �1 aF. Using

specified dopant samples, differential dC/dV imaging allows

for the determination of calibration curves for the quantita-

tive evaluation of semiconductor dopant concentrations. The

accuracy for dopant profiling is limited to an order of magni-

tude mostly by varying sample properties like oxide thick-

ness and oxide charging. However, relative doping profiling

can be done with �20% resolution. The calibration can be

improved if modeling is included that allows to compensate

for changes in, for example, tip-diameter and oxide thick-

ness. Bipolar SRAM samples have been investigated and the

p- and n-doping concentrations evaluated. Nanoscale defect

structures and p-n junction interfaces were obtained in

dC/dV imaging giving relevant insights into semiconductor

device performance and failure analysis.

In summary, the SMM is a versatile tool to investigate

semiconductor dopant profiling and capacitance spectros-

copy at microwave frequencies with nanoscale resolution.

The maximum lateral resolution has not yet been deter-

mined, since the samples investigated only demonstrate that

the resolution is below 100 nm. Experiments to investigate

the ultimate doping density dynamic range, the ability to

resolve areas of different doping density, and the maximum

achievable lateral resolution are currently under way using

specially constructed calibration samples.
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