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ABSTRACT: The formation of equilibrium clusters has been studied in both prototypical colloidal system and protein solution. The appearance of a low-Q correlation peak in small angle scattering patterns of lysozyme solution was attributed to the cluster-cluster correlation. And consequently the presence of long lived clusters has been established. By quantitatively analyzing both the SANS (Small angle Neutron Scattering) and NSE (Neutron Spin Echo) data of lysozyme solution using statistical mechanics models, we conclusively show in this paper that the appearance of a low-Q peak is not a characteristic feature of the formation of clusters. Rather it is due to the formation of intermediate range order structure governed by the short-range attraction and a long-range repulsion. We have further studied dynamic features of a sample with high enough concentration at which clusters are formed in solution. From the estimation of the mean square displacement by using short-time and long-time diffusion coefficient measured by NSE and NMR, we find that these clusters are not permanent but have a finite lifetime longer than the time required to diffuse over a distance of a monomer diameter.
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I. Introduction

In recent years, a lot of effort has been devoted to investigating the structure and dynamics of colloidal systems having both a short-range attraction and a long-range screened Coulomb repulsion. Such type of interaction is ubiquitous and can be found in many charged colloidal systems such as proteins, or poly(methl methacrylate) (PMMA) particles with polymer introduced depletion attraction.
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The use of computer simulation and direct visualization of micrometer sized PMMA particles in solution and gel states have greatly advanced the understanding of these competing potentials and their combined effect on the structure and dynamics.4,9,10,12,14,15 Images of charged PMMA systems obtained by confocal microscopes indeed show the formation of stable equilibrium clusters in solution.9,14,15 When the concentration increases, clusters can become more and more anisotropic and eventually lead to gelation by forming a network with chain like local structure9, which is made of face-sharing tetrahedral units (Bernal spiral16). In these gelation states, the local particle volume fraction is about 0.4 at the immediate proximity of a particle and independent of the overall sample volume fraction9 indicating the similarity of the local packing structure at different volume fractions. Surprisingly, in some systems, there is no coexistence between the finite clusters and monomers, i.e., clusters are permanent clusters.15 In some other systems, the dynamic equilibrium between monomers in solution and clusters is observed.9 
Computer simulations have been carried out to understand the phase diagram of a system with different potential parameters.4,10,12 Monomeric phase, cluster phase, and percolating network phase have been investigated. It has been shown that when a Debye screening length, ξ, is smaller than the particle diameter, σ, the Bernal spiral can be indeed a favored local structure when the concentration is high enough.4 The one-dimensional local structure eventually percolates through the system and forms  ramified fractal clusters.4  However, when ξ is larger than σ, clusters are mostly spherical like and mainly interact with each other with a renormalized repulsive potential as the attraction is negligible for a cluster-cluster interaction.10 When temperature drops, the system reaches arrested states through different mechanisms by forming repulsive cluster glasses.8,10 In all the simulation cases, the calculated structure factor shows a clear diffraction peak at much smaller Q value than that of monomer-monomer correlation peak. Here Q is the transferred wave vector in a scattering experiment. A glass transition phase diagram has also been studied by mode-coupling theory. The existence of static cluster glass and dynamic cluster glass has been predicted.8
In contrast to the progressively clearer understanding of the microscopic physical picture of PMMA systems, the understanding of protein equilibrium clusters in lysozyme solution advances relatively slowly. One of the reasons is that proteins are too small to be imaged directly in a solution state. Structural information is obtained through the interpretation of scattering data such as SANS and SAXS (small angle X-ray scattering) .1,5-7,11,17,18
Experimentally, protein cluster formation has first been observed in Cytochrome C protein gel. A surprising low-Q diffraction peak in small angle neutron scattering (SANS) patterns has been observed and interpreted due to the formation of fractal clusters.7 Latter, it was found that SANS patterns of lysozyme solutions also present an extra diffraction peak at a Q value much smaller than that of the monomer-monomer interaction peak.6 This peak has then been named “cluster peak”, and is linked to the formation of finite size clusters in solution2,5,6,19, which seems in agreement with computer simulation and some results from PMMA particle systems.4,9,12 It is important to note that the difference between a protein system and a simple colloidal system, such as a PMMA particle, due to charged patches, heterogeneous distribution of hydrophobic and hydrophilic patches, and shape irregularity, render the understanding from the aforementioned charged PMMA system difficult to be applied to protein solution directly. However, lysozyme protein has been traditionally treated as a simple colloidal system, i.e., spherical particles interacting with isotropic potential. Although this over-simplifies the complex interactions existing between proteins, this approximation nevertheless catches most main physical features. For example, when excessive salts are added into the solution, the solubility phase diagram of lysozyme protein solution is similar to that of a colloidal system interacting via a short-range attraction.20 Hence, it is generally accepted that the interactions between lysozyme protein in solution can be explained satisfactorily by a combination of a short-range attraction and a long-range Coulomb repulsion.1,17 

However, the idea of equilibrium protein cluster in lysozyme solution6 has been recently questioned by a combined SANS and SAXS study claiming the absence of equilibrium clusters.11 By applying the two-Yukawa potential model originally developed by Liu et al.1,2,19 to analyze the SANS/SAXS patterns of solutions, it has been found that all curves with cluster peaks can be satisfactorily fitted.11 Since this fitting is based on liquid theories, the authors have claimed the absence of protein clusters. But this study can only exclude the possibility of the formation of permanent cluster. Latter, a study by the NSE (Neutron Spin Echo) indicates that dynamic clusters with a finite lifetime and in equilibrium with the monomers can be formed at very high concentration. But at low volume fraction, the lysozyme solution is mainly constituted by monomers, which is consistent with the observation of computer simulation.13
The concentration dependence of the formation of dynamic clusters also raises question whether the low-Q peak in a SANS pattern is really a characteristic feature of the formation of protein clusters. In this paper, by carefully analyzing both SANS and NSE results using statistical mechanics model, we have concluded that contrary to what many literatures claimed,2,5,6,19,21-23 this low-Q peak is not due to the correlation of clusters, rather to the formation of an intermediate range structure that is determined by the complex pair-wise potential, i.e., the appearance of the low-Q peak is not directly related with a cluster formation. It is mistaken to predict a cluster phase based on the presence of a cluster peak only. We will show in this paper that it is actually more appropriate to name this peak as an intermediate range order (IRO) peak. As a result, the dynamic measurement, such as NSE, becomes important to identify the nature of the clusters. The dynamic behaviors of a sample having a cluster formation are further studied by NSE and NMR (Nuclear Magnetic Resonance). By the evaluation of the mean square displacement of protein clusters at short-time and long-time limit, the clusters in the sample are found to have a finite life time that is long enough for a cluster to diffuse through a monomer diameter. 
II. Experiments
Lysozyme protein and HEPES are purchased from Sigma-Aldrich.24 Catalog number is L7651 and H3375 for lysozyme and HEPES respectively. The buffer solution with 20 mM HEPES is first prepared by dissolving the HEPES in D2O. NaOH is added to change the buffer solution to pD ≈ 7.8. Protein solutions are prepared by directly dissolving lysozyme powder into buffer solution without further purification. The 5 % mass fraction, 10 % mass fraction, 15 % mass fraction, 17.5 % mass fraction, and 22.5 % mass fraction lysozyme proteins in 20 mM HEPES buffer have been prepared. The pD value of a protein solution changes at different concentrations. The pD value at 5 % mass fraction is about 6.8 while 22.5 % mass fraction sample has pD value of about 4.5. 

Small Angle Neutron Scattering (SANS) and Neutron Spin Echo (NSE) experiments were performed at NG3 and NG5 at National Institute of Standards and Technology Center for Neutron Research (NCNR) in USA, and D22 and IN15 at Insitut Laue-Langevin in France. 

NMR(Nuclear Magnetic Resonance) Experiments were carried out on a Bruker Avance 600 MHz spectrometer with a TXI 1H/13C/15N probe equipped with 3-axis shielded magnetic field gradients.24 Only the z-gradient was used in experiment and was calibrated using the diffusion coefficient of pure water. Temperatures were regulated using Bruker BCU05 and stabilized within 0.1 oC. Temperature was calibrated using 4% MeOH in Methanol-D4 containing trace of HCl. Diffusion coefficients of protein were measured using stimulated gradient echo with echo time (=200 ms, pulsed gradient of (=3.2 ms and with a lower power saturation of 0.3 s to suppress the residual water signal right before the stimulated gradient echo. Other acquisition parameters include: inter-scan delay, 10 s; spectral width 8.4 kHz; data size, 32k; accumulation number per FID, 8. The diffusion coefficient of lysozyme was determined using the signal between 0.2 and 1.4 ppm. A matlab code was used to do the linear fitting. 

III. Theoretical background
Calculation of Form Factor, P(Q) and Inter-Particle Structure Factor, S(Q) 
SANS measures the scattered neutron intensity, I(Q), where Q is the transferred wave vector. For a one-component mono-dispersed system,
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where  is the particle volume fraction, V the volume of an individual colloidal particle, the contrast term (the difference of scattering length density between the colloidal particle and solvent), P(Q) the normalized form factor, S(Q) the inter-particle structure factor, and B the background.25 An ellipsoidal shape with the fixed aspect ratio of 15/22.5 is used to approximate the shape of a lysozyme protein. A so-called β-approximation is also used to approximate S(Q) using the structure factor of a one component system. The details of the β-approximation have been described already elsewhere.2,25 During the calculation of the structure factor of one component system, the two-Yukawa potential (TY) model1,2,19 is used to describe the short-range attraction and the relatively long-range repulsion and can be expressed as
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(2)
where kB is the Boltzman constant, T the absolute temperature, and r the inter-particle distance normalized by the diameter of a particle, σ. Here the first Yukawa term is used to simulate the short-range attraction and the second term is used to describe the screened Coulomb repulsion. We further link Z2 and K2 to the ionic strength and the net charge of a protein using the Generalized One-Component Macroion theory.2,26
For a TY model, an analytical method has been developed to solve the Ornstein-Zernike (OZ) equation with the mean-spherical approximation (MSA) to obtain S(Q).2 When there is no analytical method in calculating a more complicated potential than a TY potential, a numerical method with the Hypernetted Chain closure (HNC) is used to solve the OZ equation. The details of numerical method can be found in Ref[19]19.  
In order to fit experimental SANS curves of lysozyme solution with the TY model using Equation (1), we need the information of the following eight parameters: volume fraction of proteins, the length of the semi-major axis of lysozyme, K1 (short range attraction strength), Z1 (1/Z1 is proportional to the range of the attraction), the charge number of a protein ( zp ), the ionic strength of the solution ( Is ) without the contribution from the charged proteins, the scattering length density difference between the protein and solvent ( ∆ ), background ( B ).  If we treat all 8 variables as fitting parameters, we may risk to have unphysical results. Therefore, we have reduced the number of fitting parameters based on other experimental results. First, the pH value of all samples is measured, with which zp is determined from the titration curves published before.27 A dilute sample has also been measured and fitted with the ellipsoidal form factor to determine the value of the semi-major axis and ∆. The large Q asymptotic value at about Q ≈ 0.4 Å-1 is used to determine B. During the fitting, Z1 is fixed at 10 that is obtained by fitting a van der Waals attraction with a single Yukawa potential. This value of Z1 is also close to the literature result.17 Therefore, only 3 fitting parameters are left: , K1, and Is. zp and Z1 determined in this way may not be necessarily the best value in terms curve fitting, but should be close enough to the correct value.
Short-time Dynamics of One Component Colloidal System
In concentrated colloidal solution or dilute solution of particles interacting via long-ranged interactions, the particle’s dynamics depend on the interaction potential, concentration, solution viscosity, and also the particle’s diffusion time, t. The diffusion coefficient is therefore a function of t. Generally, when τB << t << τI, a colloidal particle is considered at the short-time limit. Here, τB is the momentum relaxation time,28 τI is the structural relaxation time and can be expressed as
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where R0 = σ/2, and D0 the diffusion coefficient of the colloidal particle at infinite dilution.28 It has been shown that at the short-time limit, the intermediate scattering function, S(Q,t), can be expressed as
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where 
[image: image6.wmf])

(

)

(

)

(

0

Q

S

Q

H

D

Q

D

c

=

.28-30 Dc(Q) is the collective diffusion coefficient describing the coordinated motions of different particles inside a solution. H(Q) is the hydrodynamic function indicating how particle diffusion is affected by complicated solvent flow patterns created by motions of colloidal particles themselves. H(Q) can be further expressed as
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where Ds is the self-diffusion coefficient at the short-time limit and Hd(Q) is the distinct part of the hydrodynamic function that vanishes at large Q value. Therefore, at the large Q limit, Dc(Q) = Ds.

In general, for a one-component system, 
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where η∞ is the high frequency limit of the solution viscosity at volume fraction , and η0 the solvent viscosity. C() is the correction term showing the deviation from the generalized Stokes-Einstein relation. In a hard sphere system, C() =1 + 0.67 and (.31 

However, when there are dynamic clusters, the short time dynamics can be dominated by clusters rather than individual monomer. Assuming that the life time of most dynamic clusters is longer than the experimentally probed time window, the short-time dynamics of the system will behave similarly to that of a permanent cluster solution. The hydrodynamic radius, Rh, of a cluster can be estimated using the following equation13
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where R0 is the hydrodynamic radius of monomer. This ratio is close to unity when there is no cluster. When there are clusters formed in solution, the ratio would be much larger than one and give an estimation of the size of clusters. 
Measurement of Diffusion Coefficient Using Stimulated Gradient Echo Sequence
As NSE typically measures short-time dynamic behavior of a system, NMR can measure the diffusivity at the long time limit. The probed diffusion time of a NMR measurement can range from < 1 ms to a few seconds depending on the relaxation time of a sample. Because NMR measures the spin correlation of individual particles, it essentially measures the self-intermediate correlation function. Assuming that the mean-square displacement follows a Gaussian distribution, the diffusion coefficient can then be extracted. During our experiments, we have used stimulated gradient echo to measure the diffusion coefficient with the following formula
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in which
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 is the diffusion time of the particles, and is setup to be 200 ms.
IV. Results and Discussion.

In order to understand the relation of a cluster peak and the formation of clusters in solution, it is imperative to simultaneously understand how a cluster peak changes at the experimentally relevant conditions and when a system can have a cluster phase. We have shown previously that using NSE, the formation of clusters can be unambiguously identified by measuring the short-time dynamics. Therefore, in the current paper, we would like to first study the evolution of the cluster peak using SANS for those samples previously studied by NSE. With proper statistical mechanics models, the inter-particle structure factor, S(Q), can be extracted from SANS data.  
Figure 1 shows a SANS curve fitting for 5 % mass fraction lysozyme solution at 25 °C using our TY potential model by solving the OZ equation with the analytical method.2 The symbols are experimental points. The error bars for each point are shown as vertical lines, which are typically smaller than the symbols. The fitting shown as a solid line agrees well with the experimental curve. From the fitting, the form factor, P(Q), and the structure factor, S(Q), are extracted and shown at the bottom panel of Figure 1. The first peak of S(Q) is the cluster peak that has been considered due to the correlation of clusters in solution.5,6,19,21,22 The 2nd peak at about 0.23 Å-1 is the protein-protein correlation peak. Clearly, the dominating peak in the SANS pattern is due to the appearance of the low-Q peak. 
The SANS curves together with their fitting for all studied samples are shown in Figure 2. The solid lines are best fitting results. At low concentrations, the fittings are better while at 22.5 % mass fraction concentration, the fitting does not agree very well with the experimental results at Q > 0.2 Å-1. This is partly due to the reason that in order to reduce the number of the fitting parameters from eight to three by predetermining five parameters using either literature results or experimental results at dilute condition, it is possible that those predetermined parameters might change slightly at very large concentrations. If we allow all 8 parameters to float freely, we will certainly get much better fitting. But this will increase the risk having unreasonable fitting values. The fitting results of SANS curves at five different concentrations are listed in Table 1. The attraction strength, K1, is about 7 at 10 % mass fraction, 15 % mass fraction, and 17.5 % mass fraction agreeing with our previous results.32 Note that the MSA closure used in our analysis will overestimate the attraction strength. A similar study using HNC closure results in an attraction strength of ≈ 4 kBT.1 However, the extracted structure factor is not expected to change by the choice of closures. Interestingly, the attraction strength at 5 % mass fraction and 22.5 % mass fraction are different from other concentrations. K1 is about 11.62 at 5 % mass fraction and 6.29 at 22.5 % mass fraction. The reason is not yet clear to us at present. Further research works are needed. The fitting allows us to obtain the structure factor accurately and study the relation between the cluster peak and its corresponding dynamic behavior. Though more advanced model may improve the accuracy of fitting values, the structure factor is still expected to be close to what we have obtained here. The volume fraction through fitting is slightly smaller than that calculated using the protein density, which is likely due to the protein concentration decrease after filtering it through 0.02 m size filters. The error bars in Table I are estimated based on nonlinear fitting algorithms that are highly model biased with the assumption that there are no systematical errors. Because we have restricted many parameters in our model, the current values of errors in Table I are expected to be severely underestimated. 
The extracted structure factors of four concentrations are shown in Figure 3. At 5 % mass fraction and 10 % mass fraction, the low-Q peak (cluster peak) is more prominent than that at 17.5 % mass fraction and 22.5 % mass fraction. The change of the low-Q peak position and intensity is due to the decrease of the charge number and the increase of the ionic strength which change the inter-protein potential. It has been demonstrated theoretically that if the pair wise potential is kept the same, the peak position of the low-Q peak will not change in a wide range of protein concentration.2 Hence, the observed invariance of the low-Q peak position in Ref[6]6 is likely due to a fact that the inter-particle potential is insensitive to the concentration change. 
With the obtained structure factor in Figure 3, we can now understand the relation between a cluster peak and the formation of clusters. Clearly, the extracted inter-particle structure factors in Figure 3 show that there is a clear low-Q peak at low concentration and no obvious peak at high concentrations in our SANS experiments. However, at exactly the same experiment conditions, we have shown by NSE that Rh/R0 is close to unity at about 5 % mass fraction and then slightly increases and eventually reaches about 2.5 at 22.5 % mass fraction.13 Therefore, monomers dominate the dynamics at 5 % mass fraction and there are dynamic clusters in 22.5 % mass fraction. Even though there is a prominent “cluster” peak at 5 % mass fraction, there are NO large number of clusters observed in lysozyme solution by NSE. In addition, although there is no clear “cluster” peak at large concentration, the dynamic cluster formation is observed by the NSE study of hydrodynamic radius. Therefore, by combining our current SANS results together with our NSE study, we can conclude without any ambiguity that there is no direct correlation between cluster formation in a solution and the existence of the “cluster” peak. This low-Q peak is not a signature feature of the cluster formation in a solution. The existence of clusters has to rely on the study of dynamic behavior of a system. Hence, the term, “cluster” peak, is not appropriate. 
Since we have obtained the potential parameters at different sample conditions, we can study the change of the structure factor as a function of volume fraction. In Figure 4, we have shown the calculation of S(Q) at different volume fractions. The parameters are K1 = 7.0, Z1 = 10, K2 = 3, Z2 = 2 for the top panel and K1 = 7, Z1 = 10, K2 = 3, Z2 = 4 for the bottom panel. The first set of values is close to the condition for the 10 % mass fraction sample while the second set is close to the values of 17.5 % mass fraction sample. In the first case, the intensity of the low-Q peak decreases as the concentration increases except that at 0.001 volume fraction. This is consistent with the experimental results that the low-Q peak intensity decreases when the volume fraction increases.6 For the potential parameters at our experimental condition, the low-Q peak is more prominent at small concentrations than that at larger concentrations. However, when the range of the repulsive potential is decreased, which is the case shown in the bottom panel, only an inflection point is observed for all concentrations rather than a peak. Therefore, both the range of repulsive potential and the strength of the attraction strength are important factors determining the low-Q peak intensity.
To understand the physics origin of the low-Q peak, we have studied the pair distribution function, g(r). The value of g(r) describes the probability of finding another particle at a distance r from the reference particle. Because we need to calculate S(Q) (or g(r) ) with a case having only repulsive potential for which case the MSA closure is not accurate any more at low volume fraction,33 the HNC closure is applied when calculating S(Q) in Figure 5 and 6. 

Figure 5 shows both S(Q) and g(r) at volume fraction 15 % by changing the attraction strength, K1. Other parameters are Z1 = 10, K2 = 3, Z2 = 2. At the fixed volume fraction, when the attraction strength is increased from 0 to 6.5 kBT, the protein-protein correlation peak shifts to higher Q value. The low-Q peak emerges and becomes more and more intense. The corresponding g(r) is shown in the bottom panel. For all cases, when r < 1, g(r) = 0 due to the excluded volume effect. When r > 1, g(r) of the system with pure repulsion ( K1 = 0 ) differs a lot from the cases with strong short-range attraction. When K1 = 0, g(r) starts at a value less than 1, reaches a maximum value of ≈ 1.2 at r ≈ 1.4. Once the attraction strength is large enough , the value of g(r) at r = 1 becomes larger than 1 and then decreases to a minimum value at r ≈ 1.2 before climbing up to a peak value at r ≈ 2. These changes reflect the structural change of the liquid solution around a reference particle. When there is no attraction ( K1 = 0 ), the probability to find a particle close to a reference particle is much lower than that at far distance, i.e., the local density of the particle close to a particle will be less than the average density. This is due to the existence of the repulsion between particles repelling others from getting too close to the reference particle. However, when there is strong attraction, particles like to stay together when their distance is small. With the increase of r, g(r) immediately decreases to a value smaller than the unity indicating that there is a depletion zone that the local particle density is very small. The small peak at r ≈ 2 can be due to many factors: one reason is due to the increase of the volume fraction forcing all particles staying close to each other; one other reason is due to the formation of a cluster. If three particles stay in a line, the distance between next neighbor particles is ≈ 2 which will increase the value at r ≈ 2 for g(r). When the volume fraction decreases, this peak intensity of g(r) at r ≈ 2 should decrease. This is confirmed by Figure 6 at the case of 5 % volume fraction. Despite the decrease of the volume faction, the peak of g(r) at r ≈ 3 is maintained which is mainly due to the potential feature. 
Let’s denote Qm and QL as the peak position for the monomer-monomer correlation peak and the low-Q peak respectively. It is clear in Figure 6 that when K1 increases from 4 to 6.5, QL moves from Q ≈ 3.5 to Q ≈ 2.3, which is associated with the shift of second maximum of g(r) from r ≈ 2.4 to r ≈ 3. The ratio of Qm and QL in S(Q) shifts from about 2.1 at K1 = 4 to 3.2 at K1 = 6.5. This change correlates with the position movement of the second maximum of g(r).  Therefore, the density structure fluctuation with large oscillation as indicated by the second maximum of g(r) is responsible for the formation of the low-Q peak. The formation of this intermediate range structure is closely associated with the feature of pair-wise potential. It is the intermediate range order structure that give rise to this low Q peak that has no direct relation with the formation of clusters in a solution. It is true that when there are well-defined clusters, their correlation can result in the appearance of the low-Q peak. However, it is not true vice-versa. This becomes clearer when the volume fraction becomes very small ( < 0.01 ) where no clusters form at our experimental condition as shown by the NSE results.13 With the potential parameters obtained in this paper, the calculated structure factor at low volume fraction still show distinct low-Q peak. It is known that at very dilute condition, 
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, S(Q) is thus a Fourier transformation of a function of the pair wise potential. Hence if the potential feature is properly choosen, a low-Q peak in S(Q) will be a natural consequence of the Fourier transformation. This further supports our conclusion that the formation of the low-Q peak is due to the feature of the pair wise potential. Since the formation of this peak is related with the density structure at the intermediate range, we then refer to this peak as the intermediate range order (IRO) peak from now on.
It should be noted that this intermediate range order structure not only exists in liquid solution but appears in gels too. It has been shown by computer simulation that when a system with both short-range attraction and long-range repulsion forms gel, the structure factor will show an IRO peak despite that there is no clear formation of isolated clusters.4 This also supports that the formation of IRO structure indicated by an IRO peak is directly related with inter-particle potential rather than the formation of clusters.10,12
To further demonstrate that the IRO peak is due to the potential feature, we have calculated the structure factor of a liquid system with a more complicated potential which is shown in Figure 7. Panel (a) shows three types of potentials labeled as A, B and C. The most complicated one is case B consisting of four Yukawa terms. Starting from inside toward outside by increasing r, the potential first show a short-range attraction feature at r ≈ 1, and then become a repulsive potential when r increases. By further increasing r, the potential becomes a shallow attractive potential and finally at very long distance changes to a slow-decayed repulsive potential. We call this Attraction to Repulsion to Attraction to Repulsion a ARAR type potential.  Case A and C both have only three Yukawa terms. For case A, the potential is repulsive at r ~ 1 and becomes attractive potential at the intermediate range length scale and changes to repulsive potential when r is very large. Hence, Case A is a RAR type potential. And Case C is a ARR type potential. The calculated S(Q) is shown in panel (b), (c), and (d) as a function of volume fraction. The potential parameters are listed in the supporting information.
As shown in Panel (b), with a ARAR type potential, S(Q) has two low-Q peaks whose positions are smaller than that of the monomer-monomer peak. This means that if we could control potential parameters in a system, we could control the structure of a liquid system with many interesting features. At the dilute condition, these two low-Q peaks can be observed without the formation of any clusters. At large concentrations, one of the possible interpretations can attribute the two low-Q peaks to a formation of super-clusters consisting of small clusters that are made of monomers. Depending on the potential parameters, this super-cluster can be very loosely packed as a transient super-cluster with a very short life time. And small clusters can have longer life time like dynamic clusters. (The difference between the transient cluster and dynamic cluster will be discussed later.)  By tuning potential parameters, different solution structure can be obtained whose scattering patterns have two extra peaks at low-Q values. We name both peaks as the IRO peaks as they are still due to the formation of structures at intermediate range length scale that can be revealed by the features of g(r). Panel (c) shows S(Q) when the potential is a RAR type by making the short-range attraction zero, which also has a low-Q IRO peak. Because there are large repulsions among particles, the particles can not bind strongly to each others to form a long-lived cluster. This case further indicate that we can not rely on a low-Q peak to determine whether there are long-lived clusters in solution. Panel (d) shows the S(Q) when the secondary attraction is zero to have an ARR type potential. 
Since an IRO peak is not directly related with the formation of clusters in a solution, SANS/SAXS alone can not provide a clear understanding of the cluster formation. Therefore, it becomes important to study the dynamic behavior. There can be four cases that the scattering pattern has an IRO peak. At dilute condition, there can be an IRO peak due to monomer-monomer correlation (monomer phase) at the intermediate range length scale dictated by the potential. When the concentration increases, the formation of the intermediate range order can be due to the formation of  three different types of clusters: transient clusters, dynamic clusters, and permanent clusters.13 Although the inter-particle structure factor may be seemingly similar (having an IRO peak), their short-time and long-time dynamics are different.

For a permanent cluster, all particles inside a cluster move together. The entity of the cluster never falls apart although it may exchange monomers between inside and outside of a cluster. Its life time is expected to be longer than most of experiment time needed for measuring macroscopic quantities. The difference between a dynamic cluster and transient cluster is subtle. Here, we propose to distinguish a dynamic cluster and a transient cluster based on the life time of a cluster. If a cluster’s life time is far smaller than the time that needs to diffuse through one protein particle diameter, the system will be essentially determined by monomer proteins and the clusters are transient clusters only. If the life time is long enough for it to diffuse more than one particle diameter, the system’s dynamic response is expected to be dominated by clusters for the short-time behavior although its long time dynamic behavior will be determined by monomer motions. Strictly speaking, transient clusters should not be called clusters. They are just groups of particles seemingly staying together when taking a snapshot of the system. However, all particles move almost independently to each other, i.e., they almost do not move together as one entity. For a sample with dynamic clusters, there may be a transition of the dynamic response of a system that is determined by the life time of clusters, c. When the measurement time, t, is far less than c, the system is more appropriate to be modeled as a cluster phase. However, for t >> c, the system response needs to be described by monomers.
In the short-time limit, the dynamic behavior of a transient cluster is more like that of monomers and different from that dynamic clusters. Although SANS/SAXS can help understand if there are permanent clusters in solution,11,13 it can not distinguish transient clusters, dynamic clusters, and the monomer phase. The measurement of the short-time dynamics thus becomes very important to probe the formation of dynamic clusters. NSE can probe the diffusion time from less than 1 ns to hundreds nano-second, and is therefore an ideal tool to study the short time dynamics of colloidal solution.

We have previously found the formation of dynamic clusters at 22.5 % mass fraction lysozyme solution. In the following, we will further show that the observed cluster is indeed dynamic clusters based on our aforementioned definition. In Figure 8, we have shown S(Q,t)/S(Q) at Q ≈ 0.8 Å-1 for the lsyozyme samples at concentration of 1 % mass fraction, 10 % mass fraction, and 22.5 % mass fraction. The symbols are experimental data points while the solid straight line is a fitting with an exponential function. The fitting only uses the points for the correlation time less than 25 ns. But the fitting agrees reasonably well with all data points for t < 50 ns. This indicates that dynamics of the system do not change significantly during first 50 ns. Since there are clusters formed at 22.5 % mass fraction sample, the life time of clusters are thus expected larger than 50 ns at this concentration. Although 50 ns seems very short, the proteins can already diffuse very long distance. We can estimate the average mean square displacement, ∆r, of proteins at t = 50 ns using the self-diffusion coefficient obtained through NSE results. r is about 51 Å, 46 Å, and 29 Å for 1 % mass fraction, 10 % mass fraction, 22.5 % mass fraction sample respectively. Since the diameter of a lysozyme protein is about 33 Å, the average diffusion distance is compatible or longer than a protein diameter already. 
It is interesting to notice that the dynamics of proteins in 22.5 % mass fraction sample slows down when t > 50 ns. One of reasons is that the clusters begin to touch each other slowing down the diffusion motion. Or it can be the fact that some clusters begin to deform or disassemble. The future work is needed to understand the detailed reason.

As a cluster has a finite life time, it is then very important to understand how its life time changes at different conditions. As a first step to understand this, we would like to explore the particle diffusion at the long time limit that is much larger than c. Here, we have used NMR to measure the long time diffusion coefficient, Ds_L. The comparison of the short-time and long-time self-diffusivity is also of fundamental interest to understand the dynamics of model colloidal system.
In Table II, we have listed the long time self-diffusion coefficients, Ds_L, at different concentrations measured by NMR at 25 °C. Ds_L is measured by varying the magnetic gradient in a sample after allowing lysozyme proteins diffuse for 200 ms. At 0.5 % mass fraction concentration, Ds_L is 12.85 ± 0.17 Å2/ns. Assuming that 0.5 % mass fraction is dilute enough for the measurement of the free diffusion coefficient, D0 ≈ Ds_L. Previously, we have determined D0 to be about 10.6 Å2/ns with 0.1 % mass fraction lysozyme solution at 25 °C using dynamic light scattering (DLS). The difference between D0 measured by NMR and DLS might be due to the fact that the NMR calibration in our experiment may not be accurate enough. Hence, it is more appropriate to compare the normalized diffusion coefficient measured with different methods. We therefore have divided the diffusion coefficient by the one at 0.5 % mass fraction. The ratio obtained in this way should be close to the true value of Ds_L/D0. We then can compare the long time diffusivity measured by NMR and the short-time diffusivity measured by NSE. The results are summarized in Figure 9. In the figure, Ds means the short-time self-diffusion coefficient. The normalized self-diffusion coefficient, Ds/D0, is re-plotted from the previous publication13 for hard sphere (HS) system, charge stabilized colloidal system (CS), and lysozyme solution. The newly added green triangle shows the normalized long time self-diffusion coefficient measured by NMR.
In both HS and CS system, the long time self-diffusion coefficient, Ds_L, is generally always smaller than the short-time self-diffusion coefficient, Ds.34,35 In the supporting information, the comparison of the Ds_L/D0 and Ds/D0 is shown for a HS system. At the volume fraction less than 20 %, the difference is not big, but still discernable. However, it is very interesting that in the lysozyme solution case, the normalized long-time and short-time self-diffusion coefficient is essentially the same. Hence, when there is a formation of clusters in lysozyme solution at our experimental conditions, the formed cluster is not likely to be permanent clusters. Thus our NMR results provide a direct evidence of dynamic clusters.
V. Conclusions
   We have studied the low-Q peak of the inter-particle structure factor in lysozyme protein solution. This low-Q peak has been considered due to the correlation of clusters in a solution and termed as “cluster” peak in many studies. Using both SANS, NSE results, we show conclusively that the appearance of this low-Q peak is not directly related with the formation of clusters in solution. The detailed analysis of pair distribution functions clearly indicates that this peak is correlated with the formation of the intermediate range order structure resulted from the proper combination of the short-range attraction and long-range repulsion. It is therefore more appropriate to refer to this peak as an intermediate range order (IRO) peak. And the formation of finite size clusters is one type of the IRO structure while the appearance of an IRO peak does not depend on the formation of clusters. Our theoretical calculations also show that the IRO structure can have different forms which can lead to the formation of many interesting self-assembled structure controlled by inter-particle potentials. To distinguish the different type of structures in a solution such as monomer phase, transient cluster, dynamic cluster, it is important to study the dynamic feature of a system. Our NSE results for a system having clusters show that the life time for a cluster in our sample is long enough to diffuse through one particle distance indicating that the clusters are not transient clusters. In addition, we have shown the normalized long time diffusion coefficient measured by NMR is about the same as the normalized short time diffusion coefficient indicating that the formed clusters at large concentration is dynamic clusters. This kind of system with dynamic clusters needs to be considered in a cluster phase at the short-time limit while its long time behavior is still determined by monomer motions.
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Table I: Fitting parameters for SANS curves of lysozyme solutions.
	
	charge
	Is
	Volume fraction
	K1

	5 % mass fraction
	7.8
	0.0275±0.0002
	0.0378±0.00005
	11.62±0.05

	10 % mass fraction
	9.1
	0.0379±0.0001
	0.0751±0.00008
	7.57±0.03

	15 % mass fraction
	9.7
	0.0412±0.0003
	0.1172±0.00011
	6.83±0.02

	17.5 % mass fraction
	10
	0.0543±0.0002
	0.1386±0.0001
	6.83±0.01

	22.5 % mass fraction
	10
	0.0640±0.0003
	0.1699±0.0002
	6.29±0.01


Table II: Long time diffusion coefficient measured by NMR at 25 °C.
	sample
	D (Å2/ns)

	
	25 oC

	Water (for calibration)
	2300

	Lysozyme 0.5 % mass fraction
	12.85±0.17

	Lysozyme 5 % mass fraction 
	10.07±0.20

	Lysozyme 10 % mass fraction 
	7.81±0.03

	Lysozyme 17.5 % mass fraction 
	5.60±0.11

	Lysozyme 20 % mass fraction 
	3.93±0.01

	Lysozyme 22.5 % mass fraction 
	3.33±0.02


[image: image21.emf]
Figure1: Top panel shows the fitting curve (solid line) together with the experimental points of 5 % mass fraction lysozyme solution measured by SANS. The bottom panel shows the extracted form factor, P(Q), and the inter-particle structure factor, S(Q).
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Figure 2: SANS curves of different mass fraction concentrations are shown together with their fittings (solid lines).
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Figure 3: Inter-particle structure factor, S(Q), extracted from the fitting is shown. At relatively low mass fraction concentrations, the cluster peak is very prominent while at large concentrations, there is no clear low-Q peak.
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Figure 4: The inter-particle structure factor, S(Q), is calculated at different volume fraction using the potential parameters obtained from fitting. The calculation used in the top panel uses the parameters close to that of 10 % mass fraction lysozyme solution while the bottom panel uses the parameters close to that of 17.5 % mass fraction sample. 
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Figure 5: The pair distribution function, g(r), is shown as a function of short-range attraction strength, K1, at 15 % volume fraction. (See txt for details.)
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Figure 6: The pair distribution function, g(r), is shown as a function of short-range attraction strength, K1, at 5 % volume fraction. (See text for details.)
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Figure 7: The inter-particle structure factor, S(Q), is calculated with more complex potential. Notice that for case B, there can be two low-Q peaks whose peak values are less than that of monomer-monomer correlation peak.
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Figure 8: The intermediate scattering function, I(Q,t), measured by NSE is shown at Q ≈ 0.08 Å-1. The concentrations are 1 % mass fraction, 10 % mass fraction, and 22.5 % mass fraction.
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Figure 9: The comparison of the normalized long time self-diffusion coefficient, Ds_L/D0, and the normalized short-time self-diffusion coefficient, Ds/D0 as a function of volume fraction.
Intermediate range order structure.
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