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ThermoData Engine (TDE) is the first full-scale software implementation of the dynamic data evaluation
concept, as reported recently in this journal. In the present paper, we describe development of an algorithmic
approach to assist experiment planning through assessment of the existing body of knowledge, including
availability of experimental thermophysical property data, variable ranges studied, associated uncertainties,
state of prediction methods, and parameters for deployment of prediction methods and how these parameters
can be obtained using targeted measurements, etc., and, indeed, how the intended measurement may address
the underlying scientific or engineering problem under consideration. A second new feature described here
is the application of the software capabilities for aid in the design of chemical products through identification
of chemical systems possessing desired values of thermophysical properties within defined ranges of tolerance.
The algorithms and their software implementation to achieve this are described. Finally, implementation of
a new data validation and weighting system is described for vapor-liquid equilibrium (VLE) data, and
directions for future enhancements are outlined.

1. INTRODUCTION

As was discussed in the first four papers of this series,1-4

the NIST ThermoData Engine (TDE) software represents the
first full-scale implementation of the dynamic data evaluation
concept for thermophysical properties.5,6 This concept re-
quires large electronic databases capable of storing essentially
all relevant experimental data known to date with detailed
descriptions of metadata and uncertainties. The combination
of these electronic databases with expert system software,
designed to automatically generate recommended property
values based on available experimental and predicted data,
leads to the ability to produce critically evaluated data
dynamically or ‘to order’.

The first version of TDE (version 1.0, released in 2004)7

was focused on thermophysical properties of pure com-
pounds. The second version (2.0, released in 2006)8 was
expanded to include on-demand generation of equations of
state (EOS). Four EOS of different complexity and precision
were selected to adequately represent a range of data
scenarios.2 Also, a dynamically updatable database of
experimental property values TDE-SOURCE2 was devel-
oped, in part, with the multitier Web-Oracle dissemination
system recently established at the National Institute of
Standards and Technology (NIST) for several online
products.9,10 As previously described,2 experimental data
used by TDE are extracted from the TRC-SOURCE11 data

storage system and distributed as a local database (TDE-
SOURCE) with the program. TRC-SOURCE is maintained
at NIST and is continuously populated with new experimental
data by use of Guided Data Capture (GDC) software.12 In
order to more closely adhere to the requirements for dynamic
data evaluation, TDE includes a mechanism for dynamically
updating the local TDE-SOURCE system based on additions
and changes to TRC-SOURCE through a central server.

The third version of TDE (3.0, released in 2008)13

expanded implementation of dynamic data evaluation to
binary mixtures.3 TDE 3.0 also included initial steps for
dynamic data evaluation for chemical reactions. This effort
was limited to enthalpies of the formation reaction for
compounds composed of carbon, hydrogen, nitrogen, and
oxygen.

The fourth paper4 described the extension of TDE (version
4.0, released in 2009)14 for dynamic critical evaluation of
chemical reactions, including processing for both change-
of-state and chemical-equilibrium information. As an es-
sential part of this development, the scope of properties for
pure compounds evaluated by TDE was expanded to include
enthalpies of formation for sulfur-containing and halogenated
compounds, plus the integrated thermodynamic functions
(entropy and enthalpy) for all phases.

TDE has proven to be a powerful software tool for
thermophysical property data quality assurance,15 validation
of new experimental data,16 and a variety of engineering
applications including chemical process design.17 It is also
a critical component in the implementation of the concept
of global information systems in science with application to
the field of thermodynamics.18
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Wakeham et al.19 envisioned that the future of experi-
mental thermophysical property measurement science will
represent a transformation “from accuracy to fitness for
purpose.” Indeed, they argued that, in a great many instances,
the desire for high accuracy in measurements, which was a
driving force in the field for many years, did not lead to a
better understanding of natural phenomena nor did it help
in the further advancement of theory and simulation.
Consequently, one could legitimately conclude that the effort
and the resources associated with these measurements were,
to a significant degree, inefficiently used, making the need
for improved planning for experiments apparent.

In the present paper, we describe the first steps in
implementing an algorithmic approach to assist the process
of experiment planning with assessment of the entire body
of knowledge, including availability of experimental ther-
mophysical property data, variable ranges studied, associated
uncertainties, the state of prediction methods, availability of
parameters for deployment of prediction methods, and how
these parameters can be obtained using targeted measure-
ments, etc., including how the intended measurement can
address the underlying scientific or engineering problem
under consideration.

The tools described here for experiment planning are also
expected to be valuable additions to those developed for
prereview of submitted journal manuscripts reporting new
experimental thermochemical and thermophysical properties.
This is a joint project between NIST and five major journals
in this field: Journal of Chemical and Engineering Data,
Fluid phase Equilibria, The Journal of Chemical Thermo-
dynamics, International Journal of Thermophysics, and
Thermochimica Acta. The prereview process is described in
the Joint Statement of Editors of Journals Publishing Ther-
mophysical Property Data,16 which was published in 2009
in each of the five journals. It was noted in the statement
that, “Often, reviewers cannot make informed decisions
regarding the manuscript because the authors have made only
a minimal literature review and comparisons. It is then an
unacceptable burden to require reviewers to research previ-
ously published literature data to ensure a proper comparison
has been made, and hence, determine the ultimate worth of
the manuscript.”16 In support of the NIST-journal coopera-
tion,16 the new tools described here for experiment planning
are expected to find application in review, as well as planning
processes, particularly with regard to the status of the body
of knowledge in the field.

Since TDE operates, in principle, on the premise of
analysis of all knowledge available to date, it is clear that it
might be used as a powerful instrument to aid in the design
of chemical products, where a goal is to solve the “inverse
engineering problem” of determining chemical systems
possessing desired values of thermophysical properties within
defined ranges of tolerance.20 The algorithms and their
software implementation to achieve this goal are described
in this paper. Finally, the current paper describes implemen-
tation of a recently developed data quality analysis algorithm
for vapor-liquid equilibrium data21 and its implementation
in dynamic data evaluation for binary mixtures.

In summary, the present paper describes new extensions
of TDE (version 5.0, released in 2010)22 in three areas: (1)
experiment planning, (2) product design, and (3) new data

validation and weighting system for vapor-liquid equilib-
rium (VLE) data.

2. SCOPE OF CHEMICAL SYSTEMS CONSIDERED

While key industrially important inorganic compounds
(e.g., ammonia, water, sulfur dioxide, etc.) are within the
scope of TDE, the focus of the program is molecular organic
compounds composed of the elements C, H, N, O, F, Cl,
Br, I, S, and P. This is unchanged from previous versions.

3. EXPERIMENT PLANNING

Background. Experiment planning for the measurement
of thermodynamic and transport properties of chemicals and
chemical mixtures involves a series of steps, including
selection of chemicals, properties to measure, variable ranges
(temperature, pressure, composition), and targeted uncertainty
(which is often related to experimental complexity and
apparatus capabilities). The extensive collection of experi-
mental property data contained in TRC-SOURCE combined
with the data analysis and prediction tools of TDE provides
the basis for the development of algorithms to aid the
decision-making processes at the experiment planning stage
for those steps that are based strongly on the extent and
quality of available property values.

As was described previously,1 combined expanded un-
certainties are assigned by the TDE software for all evaluated
properties. The essence of the present work is the develop-
ment of algorithms that use the quantitative information
stored in TRC-SOURCE and evaluated with the TDE
software to provide qualitative assessments needed for
experiment planning. Examples of qualitative assessments
that may be returned by TDE are: available experimental
data are inconsistent, large gaps exist in the available data,
extensive experimental data are available, etc.

Scope. It is clear that human information processing
related to experiment planning is very complex and multi-
faceted. Experiment planning is a critical element in the
overall scientific discovery process, which will always have
technological and societal drivers together with an intuitive
component. Nonetheless, we believe that some important
aspects of experiment planning can be addressed with the
algorithmic approach discussed here.

In TDE 5.0, four experiment planning scenarios are
addressed: (1) evaluate a proposed measurement for a pure
compound, (2) evaluate a proposed measurement for a binary
mixture, (3) recommend measurements for a pure compound,
and (4) recommend binary chemical mixtures for extension
of a UNIFAC model.23,24 UNIFAC group parameters in TDE
5.0 are those given in Poling et al.25 UNIFAC is a group
contribution-type prediction method for vapor-liquid equi-
librium data, and the approach described here is generally
applicable to any prediction method of this class. In the
following paragraphs, implementation of each scenario is
described together with the algorithm for generation of
recommendations and the special features of the program
interface. We must emphasize that many practical aspects
related to experiment planning, such as availability and cost
of samples, complexities and safety of laboratory operations,
and stability of compounds during proposed measurement
over wide ranges of temperature and pressure, etc., are clearly
outside of the current scope of TDE.
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Implementation I: Evaluate a Proposed Measurement
(Pure Compound). The algorithm for evaluation of a
proposed measurement for a pure compound is shown in
Figure 1. The initial step is specification by the user of the
proposed measurement. Specification involves identification
of the compound, property (from a list), property phase (from
a list), condition (property and phase-dependent choices:
single phase, saturated or near atmospheric pressure, and
equilibrium with gas), temperature range, pressure range (if
appropriate), and measurement uncertainty (absolute or
percentage). A completed experiment planning form is shown
at the top of Figure 2. The condition saturated or near
atmospheric pressure is used for analysis of properties, such
as densities and viscosities, which are often measured at
laboratory pressure and within ∼50 K of room temperature.
The difference between these properties at saturation or at
one atmosphere is generally negligible, and the properties
are combined for analysis with TDE.

Properties supported within TDE 5.0 for analysis of a
proposed measurement for a pure compound are the critical
temperature, critical pressure, critical density, vapor pressure,
sublimation pressure, density, heat capacity, viscosity, ther-
mal conductivity, surface tension, speed of sound, and
enthalpy of vaporization (or sublimation). Step 2 (Figure 1)
is dynamic critical evaluation for all supported properties
by TDE. This evaluation was fully described for pure

components in the first paper of this series.1 This process is
initiated from the experiment planning form, as shown in
the upper portion of Figure 2. Subsequent steps (Steps 3-8
in Figure 1) are performed automatically by the TDE
software without further user interaction.

The first step (Step 3 of Figure 1) following critical
evaluation of all properties is a check for the existence of
literature data that overlap with those proposed. If none are
found, then the program checks for the presence of predicted
data, i.e., robust predictions with uncertainty estimates made
by the TDE software, (Step 3a of Figure 1; Predicted data?)
and values extrapolated, interpolated, or calculated indirectly,
such as enthalpies of vaporization derived from vapor
pressures through the Clapeyron equation (Step 3b of Figure
1; Other evaluation?). Following these checks, one of three
conclusions can be made, as shown on the right side of Figure
1: the proposed measurements represent possible (1) predic-
tion verification, (2) consistency verification for the indirect
property determination, or (3) new data for the interval
defined by the user.

The TDE data analysis algorithms include robust data
validation checks to eliminate spurious literature values and
possible data storage and processing errors in TRC-
SOURCE. Data validation was discussed in the first paper
of the series; in particular, see the discussion of Figure 3 of
that work.1 At this step (Step 4 of Figure 1), if all available

Figure 1. Algorithm for evaluation of a proposed measurement for a pure compound; experiment planning, Implementation I.
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data for the property in the region of interest were rejected
by TDE, then there is a clear data inconsistency, and the
program returns the conclusion that the proposed measure-
ments can resolve this (lower right of Figure 1). Step 5 is
similar in that a failure by the program to generate a fitting
equation for a property implies a gross inconsistency of the
available data. An example of such an inconsistency is
measured sublimation pressures that cannot be reconciled
with a reliable enthalpy of fusion and vapor pressures for
the liquid phase. An example of such a data scenario is shown
in Figure 3, where sublimation pressures measured by the
Knudsen effusion method (unfilled circles)26 are shown to
be inconsistent with available vapor pressures.27-29 The
enthalpy of fusion measured by Steele et al.27 was used in
combination with the experimental vapor pressures to
estimate the sublimation curve shown in the lower right of
the figure. Difficulties associated with the measurement and
data analysis of Knudsen effusion experiments are well
documented in the literature.30

Step 6 (Figure 1) of the TDE analysis involves the cases
in which a fitting equation could be generated, but deviations
are unexpectedly large. The inconsistency criteria are: (1)
the average deviation of the data from the equation exceeds
triple the experimental uncertainty, and (2) the average
relative deviation exceeds a value between 1% and 20%

assigned individually to each property. (For example, 1%
for liquid densities near saturation, and 10% for vapor
pressures are assigned in TDE 5.0.) The second criterion is

Figure 2. The experiment planning form for evaluation of a proposed measurement for a pure compound (Experiment Planning, Implementation
I). The figures show the form before (upper) and after (lower) analysis by the software.

Figure 3. Experimental and evaluated vapor and sublimation
pressures for dimethyl-1,3-benzenedicarboxylate (CASRN: 1459-
93-4). The reference pressure p° is 1 kPa. The vertical line indicates
the melting temperature. The curves were critically evaluated by
the TDE software. The symbols represent literature experimental
values. b, Steele, et al.;27 0, Olevskii, et al.;28∆, Potin-Gautier,
et al.;29 O, Roux et al.26
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used to reduce the number of false inconsistency detections
generated because the assigned uncertainties for the data are
too small. As we have discussed,31 it is common for authors
to report repeatabilities rather than combined expanded
uncertainties. Consequently, most “uncertainties” reported
in the literature are too small. Reported uncertainties are often
adjusted before inclusion in TRC-SOURCE (from which
TDE-SOURCE is derived), but misassigned uncertainties are
inevitable. As shown in Figure 1, if large data deviations
are recognized in Step 6, the conclusion is returned that the
proposed measurements may resolve the inconsistency.

Step 7 (Figure 1) of the TDE analysis involves recognition
of large gaps in the experimental data for the variable ranges
defined by the user. For properties that are temperature
dependent only (e.g., vapor pressure), a gap is said to exist
if more than half of the specified temperature range does
not include experimental data, provided that the range is not
less than 40 K. This implies that a range of less than 20 K
cannot be defined as a gap. For properties that are temper-
ature and pressure dependent (e.g., density of a fluid), the
variable plane is divided into four quadrants of equal size.
The absence of experimental data in one or more quadrants
is considered to be a gap, and the conclusion is returned
that such a gap could be eliminated by the proposed
measurements.

Finally, in Step 8 (Figure 1; large uncertainties?) the
uncertainties evaluated in the region of interest are compared
with those stated by the user for the proposed measurement.
If the uncertainties of the evaluated data are larger, then the
conclusion is returned that reduced uncertainties would result
from the proposed measurements. If not, then the conclusion
is returned that the measurements are redundant with those
already available, as shown in the lower right (duplication)
of Figure 1.

The lower portion of Figure 2 shows the analysis result
for the proposed measurement of vapor pressures for
biphenyl. The conclusion is shown in the lower left of the
form. The lower right shows the range of the available
experimental data together with that proposed by the user
(box). Full details of the critical evaluation are immediately
available to the user through the “go to property” button in
the center right of the form. Figure 4 shows a deviation plot
for experimental vapor pressures p of biphenyl. Only one
data set32 is available at high temperatures, and this set has
a repeatability near 0.05 ·p, which implies that the standard
uncertainty is larger. (See the rectangle in Figure 4.) The
uncertainty for the proposed measurements is 0.005 ·p. The
absence of high-quality data at high temperatures is apparent,
in accord with the conclusion shown in the lower screen shot
of Figure 2.

Implementation II: Evaluate a Proposed Measurement
(Binary Mixture). The algorithm for evaluation of a proposed
measurement for a binary mixture is shown in Figure 5. The
initial step is specification by the user of the proposed
measurement. As for the evaluation for a pure compound
described above, specification involves identification of the
two compounds, property (from a list), property phase (from
a list), condition (property and phase-dependent choices:
single phase, saturated or near atmospheric pressure, and
equilibrium with gas), temperature range, pressure range (if
appropriate), and measurement uncertainty (absolute or
percentage). A completed experiment planning form for a
proposed vapor-liquid equilibrium (VLE) study for the
chemical system (cyclohexanone + cyclohexanol) is shown
at the top of Figure 6.

Properties supported within TDE 5.0 for this analysis are
the critical temperature, vapor pressure or bubble point
temperature (VLE), vapor composition (VLE), liquidus

Figure 4. Deviation plot for literature data for vapor pressures p of biphenyl generated by the TDE software. The data available at high
temperatures (rectangle) are from a single literature source.32
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temperature (solid-liquid equilibrium, SLE), activity coef-
ficient (liquid), density, heat capacity, excess enthalpy,
viscosity, thermal conductivity, surface tension, and speed
of sound. Excess volume is not included explicitly, but such
a proposal can be evaluated as a density measurement
because of the simple algebraic relationship between the two
properties. Liquid-liquid equilibrium (LLE) is not consid-
ered at this time because, unlike SLE and VLE, such phase
behavior does not exist for many systems; thus, the absence
of such data is not an indication of need.

In contrast to the full critical evaluation completed in Step
2 for pure compounds, Step 2 for analysis of the proposed
measurements for binary mixtures (Figure 5) is retrieval and
analysis of available experimental data by TDE. As was
described in the third paper of this series,3 dynamic critical
data evaluation for binary systems is relatively complex and
involves substantial user interaction. Consequently, in the
present application, the proposed measurements are analyzed
with respect to available experimental data only. The criteria
for determination of the availability of experimental data for
the binary system (Step 3, Figure 5), the presence of
significant gaps (Step 4, Figure 5), and comparison of
uncertainties between the existing and the proposed measure-
ments are analogous to those described above for pure
compounds. Possible conclusions are shown on the right side
of Figure 5, in analogy to those shown in Figure 1 for the
pure-component analysis.

Figure 5. Algorithm for evaluation of a proposed measurement
for a binary mixture; experiment planning, Implementation II.

Figure 6. The experiment planning form for evaluation of a proposed measurement for a binary mixture (experiment planning, Implementation
II). The figures show the form before (upper) and after (lower) analysis by the software.
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The lower portion of Figure 6 shows the result of the
analysis for the proposed measurement of VLE data for the
(cyclohexanone + cyclohexanol) system. The conclusion is
shown in the lower left of the form, and the basis for this
conclusion in graphical form is shown in the lower right.
The range for the proposed measurements is shown with a
box, while the dots represent the available experimental
values. The graph in the lower right of Figure 6 shows clearly
that available data for this system are limited to temperatures
near T ) 420 K and below. Full details of the available
experimental data are immediately accessible to the user
through the “go to property” button in the center right of
the form, as are tools for fitting of activity coefficient models
for a more complete analysis of the available data for the
proposed system. These were described in the third article
of this series.3

Implementation III: Recommend Measurements
(Pure Compound). The third implementation of experiment
planning in TDE 5.0 addresses recommendation of a series
of measurements for a given pure compound. The approach
essentially involves iteration for a series of properties on the
algorithm for Implementation I; evaluation of a proposed
measurement for a pure compound (Figure 1). Some adjust-
ments to the algorithm and criteria are necessary, and these
are described below. The properties considered are the critical
properties (temperature, pressure, and density), vapor and
sublimation pressure, enthalpy of vaporization and sublima-
tion, density (liquid, gas, and saturated liquid), heat capacity
(liquid, gas, crystal, and saturated liquid), thermal conductiv-
ity (liquid, gas, and saturated liquid), speed of sound (liquid,
gas, and saturated liquid), viscosity (liquid, gas, and saturated
liquid), and surface tension.

The algorithm for the recommendation of measurements
for a pure compound is shown in Figure 7. Steps 3-6 are
analogous to those of Implementation I, as they involve no
information (variable ranges and uncertainties) provided by
the user. Step 7 of Implementation I involved recognition
of data “gaps” that were determined to exist if more than
half of the temperature range specified by the user did not
include experimental data, provided that the range was not
less than 40 K. Similarly, for properties that are temperature
and pressure dependent (e.g., density of a fluid), gaps were
defined based on ranges provided by the user. Here, the
temperature and pressure ranges for definition of gaps are
fixed and depend on the phase of the property and are based
on approximate practical limits for experimental studies. The
temperature range considered in identification of data gaps
for properties of the liquid phase is from the melting
temperature Tm to the critical temperature Tc, while the
maximum pressure considered is 100 MPa. Properties of the
gas phase are considered to a maximum temperature of 2 ·Tc

or 4 ·Tm, if Tc is not available through experiment or
prediction.

There is no step in Implementation III that is analogous
to Step 8 in Implementation I. That step involved compari-
sons between evaluated uncertainties and those of the
proposed measurement.

The program output for Implementation III is a text report
that provides one of the six conclusions listed at the right of
Figure 7 for each of the properties considered (i.e., those
listed at the beginning of this section). In the second article
of this series,2 an algorithm was given (Figure 1 of
reference2) for deployment of the technical Span-Wagner
EOS33 based on the available experimental data. That

Figure 7. Algorithm for measurement recommendations for a pure compound; experiment planning, Implementation III.
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algorithm is employed to highlight specific measurements
needed for application of this EOS. If all of the required
experimental data are available, then the message is given
that a high-precision EOS can be deployed. Otherwise, the
software provides suggestions of what properties should be
measured to enable development of the EOS.

Implementation IV: Recommend Binary Mixtures
for UNIFAC Model Extension. As described in the first
article of this series,1 structural information for all com-
pounds analyzed by TDE is stored in a connectivity table.
Also, a structure drawing tool is available, if the structure is
not already included in the TDE-SOURCE collection. The
information in the connectivity table can be parsed into
various group representations for the application of group-
contribution property estimation methods. These features
allow the development of experiment planning tools to
provide recommended compounds and measurements for the
extension of particular estimation methods. The example

given here is for recommendation of binary chemical systems
for vapor-liquid equilibrium studies to yield new interaction
group parameters for the UNIFAC prediction method. The
UNIFAC method23-25 is used widely in industry, and its
implementation in TDE was described previously.3

The steps involved to recommend binary chemical systems
for model extension are shown in Figure 8 together with
details of the program interface. The user initiates the process
by opening the experiment planning for UNIFAC form
shown in Figure 8. In Step 2, the user selects the first
UNIFAC group (here, aromatic C). Immediately (Step 3),
TDE populates the Component 1 list of compounds based
on the presence of the group chosen and the absence of other
less common groups. This is accomplished through a
numerical prioritization scheme, where compounds are
assigned a value Ω based on the following relationship:

Figure 8. Experiment planning steps and interface details for recommendation of binary chemical systems for extension of UNIFAC group
parameters (experiment planning, Implementation IV).

Ω ) (1 + 0.4/ntarget)/ ∑ niwi, (1)
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where ntarget is the number of target groups in the molecule,
ni is the number of groups of type i in the molecule, wi is
the relative weight for a particular UNIFAC group (0.1 for
saturated C-H groups, 0.15 to 0.45 for other groups
involving C-H, such as alkenes and aromatics, and 1.0 for
all other groups). The summation is over all groups i. This
formulation implies an optimum value of 2 for ntarget. This
was chosen based on the practical knowledge that compounds
with large values of ntarget, may, in fact, be poor model
compounds for the group. For example, if the target group
is -NO2, tetranitromethane or hexanitrobenzene would be
poor choices for study.

The Group 2 list is populated based on the absence of
interaction group parameters between the group and the
chosen in Group 1. In Step 4, the user selects Component 1
and Group 2 from the lists. Again, the Component 2 list is
populated (Step 5) with the same criteria as those for
Component 1, with two additional requirements: (1) that the
temperature range of the liquid regions for the two compo-
nents overlap by a minimum of 80 K, and (2) that there be
only one missing group interaction parameter with the
selected Group 1. These additions increase the likelihood
that a good experimental result can be achieved. In Step 6,
the user selects Component 2. At the request of the user, all
experimental data for the components and the binary mixture
(if any) are loaded from TDE-SOURCE for exploration and
processing with the TDE tools described previously for pure
components1,2 and binary mixtures.3

4. PRODUCT DESIGN

Background. The problem to be addressed is identification
of chemical systems possessing desired values of thermo-
physical properties within defined ranges of tolerance.
Common applications would be selection of solvents, heat
exchange fluids, extraction agents, etc. This first implementa-
tion in TDE is for pure components only. Existing product
design tools, such as those of Molecular Knowledge Systems,
Inc.34 and the Computer Aided Process-Product Engineering
Center (CAPEC) of Technical University of Denmark,35 are
based entirely on prediction methods. The distinguishing
feature reported here is the extensive use of experimental
property data.

Scope. This initial implementation of product design in
the TDE software covers pure compounds. Properties sup-
ported by TDE product design are melting temperature,
enthalpy of fusion (mole or mass basis), normal boiling
temperature, critical temperature, vapor pressure, density,
viscosity, thermal conductivity, enthalpy of vaporization
(mole or mass basis), and heat capacity (mole or mass basis).
Specific temperatures for temperature-dependent properties
are specified by the user. In addition, the user can restrict
the search to specific chemical families and substructures.
Multiple properties can be specified, each with a specified
tolerance or limit.

Implementation. In order to increase the speed of the
search response, a database of evaluated properties was
compiled using the automatic TDE evaluation procedures1

Figure 9. Interface for product design for pure compounds.
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for all pure compounds with any experimental property data
in TDE-SOURCE. Single-value properties, such as critical
temperature, are stored in separate database fields. Temper-
ature-dependent properties are represented by equations, and
the database records include the property, phase, equation
name, equation constants and parameters, and the temperature
range of validity. A special field identifies each property
(value or equation) as being based on some experimental
data or based on prediction only. At present, there are roughly
26 000 pure compounds in this collection, and search time
durations are typically a few seconds on most modern
desktop computers.

The interface for product design is shown in Figure 9. The
product design form is divided into three major sections
(Figure 9). The upper section is used to define the search
requirements: property, property phase, criterion (greater
than, less than, or equal), the target property value, property
unit, tolerance, tolerance unit (property unit or percentage),
and temperature of the target property value, if applicable.
The central section of the form provides structural informa-

tion used to limit the scope of the search based on compound
types (e.g., alkynes, amines, etc.) and structural fragments.
A cyclopentyl ring is shown as such a fragment in Figure 9.
The lower section provides a list of compounds, if any, that
meet the property and structural requirements entered by the
user.

The user can refine the search by limiting the compounds
searched to those in the search results at the bottom of the
form (Figure 9). Figure 10 shows an example of such a two-
step search. In the upper figure, the search requirement was
a specified normal boiling temperature only, and 39 com-
pounds were found to meet this requirement. The addition
of a structural requirement (cyclopentyl ring) reduced the
number of resulting compounds to three, as seen at the
bottom of the figure.

The algorithm that underlies the compound search in
product design is shown in Figure 11. The property require-
ments are sorted so that single-valued properties are con-
sidered first. This speeds the analysis considerably because
no equation formulations are involved.

Figure 10. Example of search refinement with addition of a structural requirement (a cyclopentyl ring) in product design for a pure compound.
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5. OTHER NEW FUNCTIONALITIES IN TDE

VLE Data Set Validation and Weighting System.
Recently, this research group described a quality assessment
algorithm for VLE data.21 The algorithm combines four
widely used tests of VLE consistency based on the require-

ments of the Gibbs-Duhem equation (the Herington or area
test, Van Ness modeling test, point or differential test, and
infinite dilution test), with a check of consistency between
the VLE binary data and the pure compound vapor pressures.
Mathematical details of all tests are fully described in the
article.21 A key extension involved calculation of a numerical
quality factor Ftest,i for each test to replace the simple pass/
fail of earlier formulations. The Ftest,i values were then
combined with a numerical representation Fpure of the
consistency between the end point pressures for the binary
mixtures with pure-component vapor pressures assessed with
TDE to calculate an overall quality factor QVLE.

QVLE and the F factors were formulated so that if a particular
test cannot be performed, the F factor for that test is set to
0.5 ·Ftesti, max, where Ftesti, max is the maximum value of Ftest

for test i. Ftesti, max is 0.25 for tests 1-4, and 1 for the pure
component consistency test. In the hypothetical case where
none of the tests can be applied, QVLE is 0.25. The algorithm
can be applied to VLE data sets with at least three state
variables reported, pressure, temperature, plus liquid and/or
vapor composition, and is applicable to all nonreacting
chemical systems at subcritical conditions.

In the present work, the five consistency tests F and the
overall quality factor QVLE were implemented in TDE 5.0
and applied to the fitting activity coefficient models to VLE
data. Descriptions of models and general fitting procedures
used in TDE for binary mixtures were published in the third
article of this series.3 As VLE data are represented in TDE-
SOURCE in the form of pressure p(T, x) and vapor
composition y(T, x) data sets, where T is temperature and x
is liquid composition, the overall quality factors QVLE are
converted into effective uncertainties of the properties:

Figure 12. Interface for display of VLE data sets and access to results of consistency tests.

Figure 11. Compound identification algorithm for product design
for pure compounds.

QVLE ) Fpure(Ftest,1 + Ftest,2 + Ftest,3 + Ftest,4);

0.01 e QVLE e 1 (2)
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They are then used for setting relative weights for fitting.
Generally, those weights are proportional to the reciprocal
square of the uncertainties. If the database uncertainty for a

Figure 13. Interface for display of consistency test results for VLE data sets. The overall quality factor QVLE is listed at the far right.
Individual test results are seen through selection of a data set and the view test results command.

Figure 14. Interface for review of detailed consistency test results. Test details and pass/fail criteria are described separately.21 The estimated
standard uncertainty u for the pressure p is u(p) ) 0.02 ·p, which when propagated to the observed temperatures T, yields u(T) ) 0.5 K,
in accord with the observed data scatter.

σ(p) ) (0.01 · p)(QVLE
-1 - 1) and σ(y) ) 0.01(QVLE

-1 - 1)
(3)

192 J. Chem. Inf. Model., Vol. 51, No. 1, 2011 DIKY ET AL.



data point exceeds the effective uncertainty based on the
consistency tests, then there is no change to the uncertainty.
If the consistency-based uncertainty (eq 3) is greater, then it
is used, and the weight of the data point is lowered.

Consistency tests are applied to individual “data sets”,
which are either isothermal or isobaric p-T-x-y, p-T-x,
or p-T-y data groups. For application of the tests based on
the Gibbs-Duhem equation, p-T-x-y data are necessary,
and all four tests can be applied to isothermal data, while
two can be applied to isobaric data sets. In the case of p-T-x
or p-T-y data, only the pure-component consistency test
can be applied. The assignment of data to isothermal and
isobaric sets is nontrivial, due to small deviations in reported
isothermal or isobaric conditions. Consequently, it was
necessary to implement tolerances; 0.01 K for T, (0.01 ·p)
for p, and 0.0001 for mole fraction, when composing
isovariable data sets. The TDE interface for access to all
data sets is shown in Figure 12. Application of the consis-
tency tests can be initiated by the user or automatically by
the software in preparation for property evaluations for a
binary mixture.

A summary of the results for the consistency tests based
on the Gibbs-Duhem equation is provided in a single form
(Figure 13). Access to details for particular test results is
made through this form. An example of detailed test results
for the Van Ness test is shown in Figure 14. Results for all
consistency tests for the selected data set are accessible
through this single form.

The automatic application of consistency tests for VLE
data is a necessary precursor to development of an algorithm
for reliable dynamic critical evaluation of phase equilibrium
data without user intervention. Development of this algorithm
is planned for future research.

6. CONCLUSIONS AND FUTURE DEVELOPMENT

The software framework of the NIST ThermoData Engine
(TDE) for the implementation of the dynamic data evaluation
concept has been further expanded to support an algorithmic
approach for planning experimental measurements of ther-
mophysical properties for pure compounds and binary
mixtures as well as to provide capabilities to assist in
chemical product design for pure compounds. Plans for future
development consist of implementation of the dynamic data
evaluation concept for ternary mixtures as well as expansion
for fully unattended evaluation of phase equilibria properties
for binary mixtures. Among other venues for development,
it is planned to extend the assessment of VLE data to the
supercritical region.
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