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a b s t r a c t

X-ray induced fluorescence is demonstrated as a novel and fast method for measuring vapor pressures at
high temperatures and high pressures. As such, it is an excellent complement to the effusion method,
which is limited to lower pressures. High-energy synchrotron radiation was used to measure the total
densities of Dy in the equilibrium vapor over condensed DyI3 and Tm in the equilibrium vapor over con-
densed TmI3. Corresponding vapor pressures were determined with measured vapor cell temperatures
across a range of vapor pressures of nearly three orders of magnitude, from less than 102 Pa to more than
104 Pa. Individual data points were obtained in time periods ranging from 10 to 30 s each.

Published by Elsevier B.V.

1. Introduction

Vapor pressures in equilibrium with solid or liquid materials are
indicative of fundamental thermodynamic parameters such as
enthalpies, entropies, and free energies of formation. Knowledge
of vapor pressure curves are essential to many industrial processes
and commercial technologies. Among these are metal–halide high-
intensity discharge (HID) lamps in which the vapor pressures of
metal atoms in the discharge are a determining factor in color-
rendering and luminous efficacy. Accurate knowledge of vapor
pressures in equilibrium with complex metal–halide mixtures is
essential to the design of new lamps.

A commonly used method for determining vapor pressures is
the effusion technique, of which there are many variants [1]. The
basic method involves the effusion of mass from a Knudsen cell
and the measurement of mass loss per unit time, either through di-
rect mass measurements or through the measurement of torque on
a torsion apparatus. To ensure that transport from the cell is in the
effusion regime, the mean free path of escaping molecules must be
much larger than the diameter of the effusion aperture. This limits
the maximum pressure at which the effusion method is useful to
the order of 100 Pa. Combining mass spectroscopy with effusion
from a Knudsen cell makes it possible to infer relative densities
of various molecular species in the vapor (see, for example, [2–4]).

As part of our study of metal–halide salts used in HID lamps, the
limitations of the effusion method motivated us to search for an
alternative method of measuring vapor pressures. The pressure
ranges of greatest interest for lamp applications are above 100 Pa
and we required the ability to survey a large range of temperatures

for a large number of metal–halide systems in a relatively short
time. X-ray induced fluorescence (XRIF) suggested itself because
of our earlier use of this technique as a plasma diagnostic in oper-
ating HID lamps [5]. There, XRIF was used to measure spatial dis-
tributions of a variety of elements, which were not necessarily in
equilibrium with a solid or liquid phase. Of primary interest were
density ratios and their spatial variations as the result of plasma ef-
fects. Here, we focus for the first time on the use of XRIF for the
determination of vapor pressures in full equilibrium with a solid
or liquid condensate.

XRIF, as used here, directly measures the total number density
of atoms n of a particular atomic number Z,

nZ ¼
X

i

cZiMi; ð1Þ

summed over all i molecular species M that contain c > 0 atoms
with atomic number Z. We refer to the densities nZ as total densities
of element Z or sometimes as elemental densities. In the past, the
atomic number Z has been replaced by the corresponding chemical
symbol.

Vapor pressures corresponding to the total densities of element
Z can be defined as

pZ ¼ nZkT ¼ kT
X

i

cZiMi; ð2Þ

where k is Boltzmann’s constant and T is the measured temperature
of the vapor cell in equilibrium. The parameter pZ will be referred to
as the vapor pressure corresponding to the total density of element
Z. This pressure differs from a sum of partial pressures when cZi > 1
for any i. In many cases, the maximum value of i will be only 1 or 2.

XRIF does not, in the general case, allow us to directly deter-
mine the partial pressures of each molecular species in the gas
phase. Although it does determine elemental content of the vapor,
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and thus puts constraints on the molecular densities, it is not an
alternative to gas phase analysis by mass spectroscopy. XRIF is
an alternative to mass-loss or torsion methods, which also do not
determine partial pressures.

XRIF is not as well suited for the measurement of lighter ele-
ments (low Z), since the characteristic X-ray fluorescence of the
element must be energetic enough to escape the vapor cell being
used. We used polycrystalline alumina (PCA) to construct our va-
por cells because of its ability to withstand high temperatures
and chemically-reactive species. The most prominent K-shell fluo-
rescence line for any element is the Ka1 line. In ruthenium, the en-
ergy of this line is 19279 eV; for iodine it is 28612 eV; and for
samarium it is 40118 eV. These lines have transmissions through
1 mm of PCA of 0.37, 0.71, and 0.85, respectively. As these exam-
ples show, fluorescence energy and fluorescence transmission in-
crease with increasing atomic number. For a given experiment,
lighter elements are more difficult to observe.

In this Letter, we demonstrate the applicability of XRIF to the
determination of vapor pressures. We have measured the total
density of Dy in the equilibrium vapor over both solid and liquid
DyI3 and the total density of Tm in the equilibrium vapor over both
solid and liquid TmI3. The vapor pressures corresponding to these
total densities range from a few tens of Pa near 1050 K to almost
105 Pa at temperatures approaching 1400 K. These measurements
were obtained, along with many other similar measurements, dur-
ing a 96 h period at the Advanced Photon Source, Argonne National
Laboratory. We believe the XRIF technique will enable a substan-
tial increase in the quantity and quality of vapor pressure measure-
ments, particularly for vapor pressures greater than 100 Pa.

The significance of this application of XRIF lies in its speed and
applicable pressure range as compared to effusion methods.

2. Method

The general technique of XRIF is described in Ref. [5] and funda-
mental concepts can be found in Ref. [6].

Figure 1 shows the arrangement of the experimental apparatus.
The measurements were made on the 1-ID Beamline at the Ad-
vanced Photon Source [7]. Beamline optics [8] produce a mono-
chromatic beam of X-rays whose energy can be tuned
continuously over the range 40–130 keV. We used an unfocused

beam whose photon flux was of order 1012 s�1 in a 1 mm � 1 mm
cross section. Beam divergence was less than 20 lrad in both the
horizontal and vertical directions.

The monochromatic X-ray beam entered from the left and
passed through a beam defining slit assembly, an ionization cham-
ber, the oven containing the measurement cell, and finally another
ionization chamber. The slit assembly was used to trim the beam
size to 500 lm � 500 lm, with a proportional decrease in the
photon flux, so that it would pass through the small X-ray
windows and apertures in the oven with minimal scattering. The
ionization chambers monitored the incident flux Ui and trans-
mitted flux. Characteristic X-ray fluorescence excited in the vapor
by the incident X-rays was viewed along a direction perpendicular
to the incident beam by an energy-resolving germanium crystal
detector. The detector has an energy resolution of a few hundred
eV. The field of view of the detector was limited by a small aperture
in the oven and by an external aperture in order to reduce the
detection of X-rays scattered from the cell relative to fluorescence
X-rays from the vapor.

The central component of the oven is a 2.8 cm inner diameter
by 31 cm long alumina tube spiral-wrapped with a heater wire.
Around the section of the tube covered by the heater coil is an
insulating layer of fused silica wool surrounded by a stainless steel
shell. The ends of the alumina tube are covered by aluminum caps,
each of which has a small graphite foil X-ray window, a hole for a
thermocouple feed, and an inlet for dry nitrogen. The latter were
used to purge the oven of oxygen before and during heating. Addi-
tional graphite foils between the end caps and the center of the
oven limited convective heat loss along the tube. The oven was
powered by a 300 V, 5 A solid-state direct-current power supply.

The vapor cell was held in the center of the oven by a cylindrical
two-piece tantalum jacket that fits together closely around each
cell. A close-up view is shown in Figure 2. (The alumina tube diam-
eter was increased during construction to accommodate a sealed
filling stem on the vapor cell. The additional room between the
tantalum jacket and the alumina tube was filled with a carbon
spacer, which is not shown in order to maintain the clarity of the
figure.) The tantalum jacket has two 1.6 mm diameter holes that
allowed the incident X-ray beam to enter and exit the cell. A third
hole, measuring 1.3 mm in diameter by 3.6 mm long, allowed the
induced fluorescence to escape in the direction of the detector.
Tantalum was used because it combines a high heat conductivity

TC1

TC2

vapor
cell

apertures

tantalum
jacket

alumina 
tube

x-ray
beam

insulation
N2

inlet

N2

inlet
carbon
foils

heater
coil

x-y slit
assembly

IC2

Ge
Det. x-ray fluorescence

Figure 1. Schematic (top-view) of the experiment used to determine vapor
pressures with X-ray induced fluorescence. IC1 and IC2 are ion chambers that
measured the X-ray flux before and after the oven that contained the polycrystal-
line alumina vapor cell. Fluorescence induced in the vapor by the X-ray beam is
emitted isotropically, but observed by the germanium detector (Ge Det.) only in the
solid angle defined by the apertures. Thermocouples TC1 and TC2 measured the
temperature of the tantalum jacket surrounding the vapor cell. Oxidation of the
tantalum was prevented by a small flow of dry nitrogen driven by a slight over-
pressurization at the N2 inlets. The figure is not to scale.
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Figure 2. Detail of the PCA vapor cell and surrounding tantalum jacket. TC1 and TC2

are thermocouples that measured the temperature of the jacket. X-ray fluorescence
was induced all along the beam in the vapor cell, but only the region in the center of
the cell was observed by the detector. Except for the thermocouples and the hole
through which the fluorescence was observed, the jacket and cell are cylindrically
symmetric. The vapor cell length is nominally 25 mm.
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with high X-ray opacity. High heat conductivity reduces tempera-
ture variations across the cell, while X-ray opacity defines the
beam position and limits X-ray scattering into the detector. The
side hole in the tantalum was a limiting aperture for the field of
view of the detector. The temperature of the tantalum was mea-
sured by a pair of type-N thermocouples, one deeply embedded
in each half of the tantalum jacket. The voltage induced across each
thermocouple was read by a digital multimeter and converted to a
temperature by use of a standard temperature table. The ambient
temperature near the junction between the thermocouples and
multimeters was also monitored to provide a reference
temperature.

Each vapor cell is made of PCA, a materials choice determined
by the requirements of a hermetically-sealed cell, X-ray access to
the contained vapor, and minimization of reactions with the vapor.
Tantalum has been used in many previous studies of rare earth-ha-
lide vapors because of its reputed low reactivity with these salts,
but it does present difficulties with the other two requirements.
Some reactivity between rare earth-halide salts and PCA is known
from a great deal of practical experience with much harsher condi-
tions in commercial metal–halide lamps, but it is rather slow and is
not detrimental to lamp operation during the first few thousand
hours of operation. Our measurements were made in cells with less
than 100 h at elevated temperatures.

The PCA cells are 25 mm long with a typical wall thickness of
0.8 mm, cylindrically-symmetric, and shaped to reduce Compton
scattering of beam photons into the detector (Figure 2). Compton
scattering changes both the direction and energy of a photon,
sometimes causing overlap with fluorescence lines in observed
spectra. The tantalum jacket prevented photons scattered from
points where the beam entered and exited the cell from directly
entering the detector (first-order scattering). The shape of the cell
and the close-fitting tantalum jacket prevented second-order scat-
tering that occurs when photons scattered at the beam entrance
and exit points reach the detector by scattering a second time from
parts of the cell that are in the field-of-view of the detector. Thus a
beam photon must be scattered at least three times from the cell in
order to enter the detector. Scattering from the vapor is consider-
ably less likely than scattering from the cell because the vapor den-
sity is several orders of magnitude lower than the PCA density. In
addition, first-order scattering from the vapor was nearly elimi-
nated by choosing the detector axis to coincide with the direction
of polarization of the beam X-rays [6,9].

The number of XRIF photons, C, in a Kg spectral line at energy
EKg recorded by the detector is [5]

CZðEKgÞ ¼ UirK
Z ðEiÞYK

Z BKg
Z

X
4p

VTðEiÞTðEKgÞQ dðEKgÞnZ ; ð3Þ

where Ui is the incident photon flux per unit time, rK
Z ðEiÞ is the K-

shell photoelectric absorption cross-section for the element of
atomic number Z at the beam photon energy Ei, YK is the K-shell
fluorescence yield, B is the branching fraction for the line being ob-
served, X is the solid angle subtended by the detector, V is the vol-
ume common to both the field of view of the detector and the X-ray
beam, TðEiÞ is the transmission of incident photons from the point of
flux measurement to the point of observation, TðEKgÞ is the trans-
mission of fluorescence photons from the point of observation to
the detector, Qd is the detector efficiency, and nZ is the observed
gas phase number density. The atomic parameters can be obtained
from a variety of widely available compilations. The transmission
factors can be easily calculated from such data sources. Ui was mea-
sured during the experiment and the geometric factors X

4p V were
obtained by observing fluorescence from an identical vapor cell
containing a known density of Xe. Our detector response is flat over
the range 19–70 keV.

3. Our measurements

We prepared several vapor cells, each dosed with a few mg of
the desired salt and 700 Pa of Ar. Several additional cells were
dosed only with various pressures of Xe ranging from 100 to
103 Pa. The latter were used to obtain the absolute calibration of
the vapor pressure measurements by comparison.

We made measurements with beam energies of 61 and 86 keV.
The lower beam energy provided larger fluorescence signals be-
cause absorption cross sections increase with decreasing energy
except at excitation thresholds. The higher beam energy allowed
us to check for the presence of vapor contaminants as heavy as
thallium because excitation thresholds increase with atomic num-
ber. None were found.

The tantalum jacket and vapor cell equilibrate with a time con-
stant of tens of seconds, while the oven has a time constant in the
range of 20 min. Thus we found it preferable, because of time con-
straints, to allow the temperature of the oven to drift upward at a
rate slow enough for the vapor cell to sufficiently equilibrate with
the tantalum jacket. The sufficiency of the equilibration was tested
by comparing values obtained during a slow warm-up with values
obtained during a much more rapid cool-down. Increasing the rate
of temperature change by more than an order of magnitude chan-
ged the pressure measurement by less than 10%. We conclude that
our typical rate of change of 0.02 K/s was slow enough for the va-
por cell to equilibrate at a temperature within a few degrees of the
temperatures measured by the thermocouples. The acquisition of
each data point was fast enough (10–30 s) that the maximum tem-
perature change during any measurement was 1.5 K, with the typ-
ical change less than 1 K.

A typical fluorescence spectrum is shown in Figure 3 for the
case of TmI3 at T ¼ 1175 K. The total densities of Tm and I were
determined by integrating the respective Ka peaks. The low, wide
background starting at 45 keV and extending to higher energies is
mostly due to Compton scattering of beam photons. The back-
ground under each fluorescence peak was estimated by a fitting
procedure on both sides of the peak.

4. Results and discussion

The vapor pressures corresponding to our measurements of the
total densities of Dy and Tm are given in Figures 4 and 5, respec-
tively, where the customary log10p is plotted versus 1/T. Statistical
uncertainties arising from limited photon counts in the spectral
lines and random background counts are indicated by vertical bars
for representative data points. Uncertainties range from 40% at the
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Figure 3. X-ray induced fluorescence spectrum acquired from a vapor cell
containing TmI3 at 1175 K.
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lowest vapor pressures to less than 0.5% at the highest pressures,
with the latter being imperceptible on the scale of the graphs. Mea-
surements were made at temperatures lower than shown, but had
uncertainties greater than �40%. Melting points for the pure salts
[10] are indicated by dashed vertical lines.

Measurements of vapor pressures over condensed DyI3 have
also been reported by Hirayama et al. [4], Kaposi et al. [3], Brunetti
et al. [11], and Hilpert et al. [12]. Hirayama et al. [4] measured
mass-loss by effusion from a Knudsen cell over the temperature
range 843–1060 K. Their results were calibrated by comparison
with the well-known vapor pressure of zinc. Brunetti et al. [11]
measured the torsion on an effusion cell over the temperature

range 889–1157 K. Absolute vapor pressures were determined by
comparison with the well-known vapor pressures of Cd and Pb,
with estimated uncertainties in the range of 15–25%. Kaposi
et al. [3] derived absolute vapor pressures from ion currents
measured by mass spectrometer over the temperature range
970–1150 K. Hilpert et al. [12] scaled their results with those of
Hirayama et al. [4], so their absolute values cannot be considered
independent.

Both Hirayama et al. [4] and Brunetti et al. [11] assumed a vapor
consisting only of monomers DyI3 and summarized their results
with analytic expressions that appear in Figure 4 and Table 1.
The results of Kaposi et al. [3] and of Hilpert et al. [12] indicate a
small, but finite, presence of dimers Dy2I6. Hilpert et al. [12] ob-
tained a dimer partial pressure of 12% of the total pressure at
1050 K, but Kaposi et al. [3] found a value four times lower. In both
cases the dimer fraction increased with temperature. For Kaposi
et al. [3], we have plotted pmono þ 2pdimer using their reported par-
tial pressures for the monomer and the dimer in order to obtain a
more direct comparison to our own results.

Measurements of vapor pressures over condensed TmI3 have
been reported by Hirayama et al. [4], Dettingmeijer et al. [2],
Karwath et al. [13], and Brunetti et al. [14]. Hirayama et al. [4]
made measurements of TmI3 at the same time they studied DyI3.
Using the same methods, they covered the temperature range
867–990 K. Dettingmeijer et al. [2] measured mass-loss from a
Knudsen effusion cell, calibrated by comparison with the
well-known vapor pressure of zinc, over the temperature range
874–1032 K. In addition, Dettingmeijer et al. [2] performed mass
spectral analysis of the vapor and reported partial pressures for
both the monomer and dimer. Karwath et al. [13] measured
mass-loss and mass spectra from a Knudsen effusion cell and also
reported partial pressures for both monomer and dimer. Brunetti
et al. [14] made both mass-loss and torsion measurements for
TmI3 over the temperature range 887–1051 K.

Again, Hirayama et al. [4] and Brunetti et al. [14] assumed the
vapor over condensed TmI3 contained only TmI3 molecules, and
the analytic expressions each group developed for the total vapor
pressure are given in Figure 5 and Table 1. Dettingmeijer et al.
[2] indicated that 25% of the total pressure at 900 K is due to the
dimer, with the percentage increasing with temperature. On the
other hand, Karwath et al. [13] report only 10% of the total vapor
pressure at that temperature is from the dimer. For both Detting-
meijer et al. [2] and Karwath et al. [13], we have plotted
pmono þ 2pdimer using their reported partial pressures for the mono-
mer and the dimer in order to obtain a more direct comparison to
our own results.

We also attempted to fit our data with simple analytic expres-
sions and found that the data below the melting points were best
fit with the expression
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Figure 4. Vapor pressure corresponding to the total density of Dy over condensed
DyI3, and other measurements, as a function of temperature: blue circles, this work;
green line, Hirayama et al. [4]; red line, Brunetti et al. [11]; cyan triangles, Kaposi
et al.[3]. Solid black lines are weighted least-squares fits of Eq. (4) to the data below
T = 1230 K and Eq. (5) to data above 1255 K. The fitting coefficients are given in
Table 1. The dashed vertical line shows the tabulated melting point of DyI3 [10].
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Figure 5. Vapor pressure corresponding to the total density of Tm over condensed
TmI3, and other measurements, as a function of temperature: blue circles, this
work; green line, Hirayama et al. [4]; red line, Brunetti et al.[14]; cyan triangles,
Dettingmeijer et al. [2]; blue line, Karwath et al. [13]. Solid black lines are weighted
least-squares fits of Eq. (4) to the data below T = 1294 K and Eq. (5) to data above
1300 K. The fitting coefficients are given in Table 1. The dashed vertical line shows
the tabulated melting point of TmI3 [10].

Table 1
Analytic expressions for measured vapor pressures.

Salt T
(K)

log10ðpÞ
(Pa)

Source

DyI3 1056–1229 �91:4ð�0:5Þ þ 30:7ð�0:16Þ log10ðT=KÞ This worka

1255–1379 11:492ð�0:014Þ—9700ð�200ÞðK=TÞ This worka

843–1060 14:80ð�0:14Þ—14090ð�133ÞðK=TÞ [4]b

889–1157 14:34ð�0:20Þ—13800ð�200ÞðK=TÞ [11]b

TmI3 1048–1294 �90:88ð�0:11Þ—30:64ð�0:04Þ log10ðT=KÞ This worka

1300–1384 10:785ð�0:010Þ—8123ð�13ÞðK=TÞ This worka

867–990 15:9ð�0:2Þ—14950ð�190ÞðK=TÞ [4]b

781–925 log10ð1013:7—13000=T þ 2� 1016:71—16500=T Þ [13]a

887–1051 14:54ð�0:20Þ—13800ð�200ÞðK=ðTÞ [14]b

a Vapor pressure as defined by Eq. (2).
b Assumes a monomer only.
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log10p ¼ Aþ B log10T; ð4Þ

while the data above the melting points were more closely fit by the
expression

log10p ¼ Aþ B=T: ð5Þ

Values of the fitting coefficients A and B are given in Table 1 along
with similar analytic expressions for existing data. For Dy, our fitted
curves intersect at 1245, 11 K lower than the tabulated melting
point [10]. Solid-state phase transitions have been observed in
DyI3 at 1101 K [15], 1135 K [16], and at 1244 K [17]. The latter is
at essentially the same temperature where our curves intersect
and only 12 K from the melting point. To what degree this transfor-
mation affects the vapor pressure curve is unknown. For Tm, our fit-
ted curves intersect at 1300, 3 K less than the tabulated melting
point [10].

Figures 4 and 5 emphasize the considerably higher pressures
and temperatures for which the XRIF technique is useful compared
to previously utilized methods.

The preliminary nature of this phase of the work has not given
us the opportunity to fully understand the sources and magnitudes
of systematic errors associated with this technique. However, we
can make some comments. Two possible sources of significant
measurement error are: (1) the unknown difference between the
measured temperature and the actual temperature of the salt
and (2) the sensitivity of the calibration to changes in position of
the vapor cell. The first of these arises because of spatial tempera-
ture variations between the thermocouple and the salt. The second
arises because an aperture on the tantalum jacket is one of the lim-
iting apertures for fluorescence collection and this aperture is not
rigidly fixed relative to the second limiting aperture. Changes in
its position change the fluorescence collection efficiency, or equiv-
alently the XV term in Eq. (3). Measurements of Xe over the range
of temperatures from ambient to 1300 K show a linear change in
the signal of 10%. Comparable errors may occur every time a new
cell is put in the oven, including for calibrations. In the future,
these issues will be addressed by dosing the cells with Xe instead
of Ar so that each spectrum provides its own internal calibration.
Errors in the nominal pressures in the Xe calibration cells are not
well characterized yet.

At higher vapor pressures, absorption of both beam and fluores-
cence X-rays by the vapor becomes significant. Corrections for
absorption of both the X-ray beam and the fluorescence by the va-
por and by the cell walls have been made. Corrections as high as
25% have been made for attenuation by the walls. These correc-
tions can be in error by as much as 10% of the correction value,
or 2–3% of the data value, due to variations in the cell wall thick-
ness or density. Corrections due to absorption by the vapor were
at most 5% of the data value and were necessary only at the highest
vapor pressures. At vapor pressures an order of magnitude larger
than measured here, errors in the correction can become signifi-
cant. A smaller cell and higher beam energy could partially miti-
gate such a problem.

The atomic parameters in Eq. (3) are generally known to within
a few percent provided the energy is not coincident with the edge
energy of one of the atomic shells. Branching ratios are likely the
least accurately known atomic parameters, with errors being as
high as 5%.

Although not reported here, our observed spectra also pro-
vided measurements of total I densities in the vapor. These

measurements show anomalously high I pressures, especially at
temperatures too low for the rare-earth metals to be seen. Thermo-
dynamic calculations suggest that this may be due in part to con-
tamination of the salt with a small amount of water vapor.
Although the I vapor pressure is strongly perturbed, the calcula-
tions show little effect on the rare-earth pressures. A more detailed
discussion of the I pressures is beyond the scope of this Letter.

5. Conclusion

The measurements presented here demonstrate the capabilities
of XRIF to obtain vapor pressures over a wide range of pressures
and temperatures. The technique measures total elemental densi-
ties in the vapor from which corresponding vapor pressures are ob-
tained using measured temperatures. Individual data points were
acquired in tens of seconds, although at higher pressures, they
could have been obtained in seconds. With better understanding
and mitigation of systematic errors, we expect the technique to
be capable of measurements with uncertainties as small as a few
percent.
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