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#### Abstract

ESSENCE is a family of cryptographic hash functions, accepted to the first round of NIST's SHA-3 competition. This paper presents the first known attacks on ESSENCE. We present a semi-free-start collision attack on 31 out of 32 rounds of ESSENCE-512, invalidating the design claim that at least 24 rounds of ESSENCE are secure against differential cryptanalysis. We develop a novel technique to satisfy the first nine rounds of the differential characteristic. Non-randomness in the outputs of the feedback function $F$ is used to construct several distinguishers on a 14 -round ESSENCE block cipher and the corresponding compression function, each requiring only $2^{17}$ output bits. This observation is extended to key-recovery attacks on the block cipher. Next, we show that the omission of round constants allows slid pairs and fixed points to be found. These attacks are independent of the number of rounds. Finally, we suggest several countermeasures against these attacks, while still keeping the design simple and easy to analyze.
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## 1 Introduction

Recent attacks by Wang et al. on the widely used hash functions MD4 [16], MD5 [17], RIPEMD [16] and SHA-1 [18], as well as other hash functions, show that collisions for these hash functions can be found much faster than expected by the birthday paradox [15].

In search for a new secure hash function standard, NIST announced the SHA-3 hash function competition [12]. The ESSENCE family of cryptographic hash functions, designed by Martin [8], advanced to the first round of this competition. It is a family of block cipherbased hash functions using the Merkle-Damgård mode of operation. The ESSENCE family uses simple algorithms that are easily parallelizable and well-established mathematical principles. ESSENCE comes with a proof of security against linear and differential cryptanalysis, that until this paper remained unchallenged.

First, we describe several undesired properties of the ESSENCE $L$ function. These can be used to build a semi-free-start collision attack [11, pp. 371-372] on 31 out of 32 rounds

[^0]of the ESSENCE-512 compression function using a differential characteristic. This directly invalidates the design claim that at least 24 rounds of ESSENCE are resistant against differential cryptanalysis [8]. To build our attack, we describe a novel technique to satisfy the conditions imposed by the characteristic in the first nine rounds. We do not know of a similar technique in existing literature.

Then, we find that the ESSENCE compression functions use a non-linear feedback function $F$ that is unbalanced. We first exploit this to build efficient distinguishers on 14-round versions of the ESSENCE block ciphers as well as the compression functions. These distinguishers require only $2^{17}$ output bits. We then show how to use these results to recover the key with a few known plaintexts and a computational effort less than that of exhaustive search. We also show that, under some circumstances, the attacks on 14-round ESSENCE could be extended to the full 32 -round block cipher and compression function.

Following this, we observe that the omission of round constants in ESSENCE leads to several attacks that cannot be prevented by increasing the number of rounds. A slide attack can be applied to any number of rounds of the ESSENCE compression function. We also find fixed points for any number of rounds of the ESSENCE block cipher, that lead to a compression function output of zero.

ESSENCE was not qualified to the second round of the SHA-3 competition; however, its appealing features (like design simplicity and hardware efficiency) make any effort on tweaking it appear worthwhile. Therefore, in this paper, we also suggest some countermeasures to thwart the aforesaid attacks.

In later work, Naya-Plasencia et al. [13] present different results on ESSENCE. Our paper presents not only differential cryptanalysis but also distinguishing attacks and slide attacks. Furthermore, some of our techniques can easily be generalized to other block ciphers and hash functions.

The paper is organized as follows. Section 2 describes the compression function of ESSENCE. In Sect. 3, we define and calculate the branching number of the linear $L$ function for both linear and differential cryptanalysis. As the branching number turns out to be quite low, we use this observation to build a semi-free-start collision attack for 31 out of 32 rounds in Sect. 4. To satisfy the first nine rounds of the differential characteristic of the semi-free-start collision attack, we develop a technique in Sect. 5. Our distinguishers that exploit the weakness of $F$ function are presented in Sect. 6. In the same section, we also show how our distinguishing attacks can be converted into key-recovery attacks on the block ciphers. Following this, we show how the omission of round constants allows us to find slid pairs (Sect. 7) and fixed points (Sect. 8) for any number of rounds. Finally, Sect. 9 enlists our countermeasures and Sect. 10 concludes the paper.

## 2 Description of the Compression Function of ESSENCE

The inputs to the compression function of ESSENCE are an eight-word chaining value and an eight-word message block, where each word is 32 or 64 bits in length, for ESSENCE224/256 and ESSENCE-384/512 respectively. The compression function uses a permutation $E$, that in turn uses a nonlinear feedback function $F$, a linear transformation $L$, some XORs and word shifts.

The message block $m=\left(m_{0}, \ldots, m_{7}\right)$ forms the initial value of an eight-word state $k=\left(k_{0}, \ldots, k_{7}\right)$. In the case of the block cipher, $m$ is the key $k=\left(k_{0}, \ldots, k_{7}\right)$. Similarly, the chaining value $c=\left(c_{0}, \ldots, c_{7}\right)$ is the initial chaining value of an eight-word state $r=$ $\left(r_{0}, \ldots, r_{7}\right)$. In the case of the block cipher, $c$ is the plaintext. Both states are iterated $N$ times. The designer recommends $N$ to be a multiple of $8, N \geq 24$ for resistance to differential and linear cryptanalysis and $N=32$ as a measure of caution [8]. Figure 1 illustrates one round of ESSENCE.


Fig. 1. One round of ESSENCE; each $r_{n}$ and $k_{n}(n=0, \ldots, 7)$ is a 32 - or 64 -bit word

The compression function uses a Davies-Meyer feed-forward (see Fig. 2). That is, at the end of $N$ rounds, the value $r_{7}\left\|r_{6}\right\| r_{5}\left\|r_{4}\right\| r_{3}\left\|r_{2}\right\| r_{1} \| r_{0}$ is XORed with the initial chaining value. The result is the $r_{7}\left\|r_{6}\right\| r_{5}\left\|r_{4}\right\| r_{3}\left\|r_{2}\right\| r_{1} \| r_{0}$ for the next iteration.


Fig. 2. The compression function of ESSENCE; $E$ is the round function of ESSENCE when iterated $N$ times, $k$ denotes the message block, $r_{\text {ini }}$ denotes the initial value of $r_{7}\left\|r_{6}\right\| r_{5}\left\|r_{4}\right\| r_{3}\left\|r_{2}\right\| r_{1} \| r_{0}$ and $r_{\text {fin }}$ denotes the value of $r$ for the next iteration

## 3 Branching Number of the $L$ Function

The $L$ function of ESSENCE is a linear transformation from 32 (or 64 ) bits to 32 (or 64 ) bits and it is the only component that causes diffusion between the different bit positions of a word. Therefore, its properties are very important for both linear and differential cryptanalysis.

In this section, we focus on the branching number of the $L$ function for both linear and differential cryptanalysis. Let the branching number for differential cryptanalysis be
the minimum number of non-zero input and output differences for the $L$ function. These branching numbers are 10 and 16 for the 32 -bit and 64 -bit $L$ functions respectively. If we were to consider only one-bit differences at either the input or the output of $L$, these numbers would be 14 and 27 respectively.

The branching number for linear cryptanalysis can be defined as the (non-zero) minimum number of terms in a linear equation relating the input and output bits of the $L$ function. These branching numbers are 10 and 17 for the 32 -bit and 64 -bit $L$ function respectively. Considering linear relations that involve only one bit at the input or one bit at the output, we would find branching numbers of 12 and 26 respectively.

Although one-bit differences are spread out well by the $L$ function, this is clearly not the case for differences in multiple bits. This problem is most severe with the 64 -bit $L$ function. In the next section, we will show how this property can be used to build narrow trails for all digest sizes of ESSENCE.

## 4 A 31-Round Semi-Free-Start Collision Attack For ESSENCE-512

In this section, we will focus only on ESSENCE-512 for the sake of brevity and clarity. As the strategy is not specific to any particular digest size, these results can easily be generalized to all digest sizes of ESSENCE.

Although the ESSENCE $L$ function spreads out one-bit differences very well, the previous section showed that this is not the case for differences in multiple bits. We therefore propose to use the differential characteristic of Table 1, to obtain 31-round semi-free-start collisions for ESSENCE-512.

To construct narrow trails, we use the non-zero difference $A$ with the lowest possible Hamming weight. For this difference, we impose the condition $(\neg A) \wedge L(A)=0$, where $\neg$ represents the negation operation and all logical operations are to be performed bitwise. This can be formulated as follows: if there is a difference at the output of the $L$ function at a particular bit position, there must be a difference at the input of $L$ at this bit position as well. This requirement is necessary, as the $F$ function can absorb or propagate an input difference at the output, but if no input difference is present, then there won't be an output difference either at this particular bit position. This places a restriction on the output difference of the $L$ function for this bit position.

There exist exactly 8 differences $A$ with a weight of 17 and lower weight differences $A$ do not exist. These differences are available in Appendix A, along with a method to calculate them efficiently.

The last two columns of Table 1 provide an estimate of the probability that the characteristic is satisfied for every round. For these, we have assumed that the $F$ function propagates or absorbs an input difference with equal probability. An more accurate calculation of these probabilities takes into account that the shift register causes input values of the $F$ function to be reused.

We find that this probability is different for bit positions where $A$ and $L(A)$ both contain a difference, and for bit positions where only $A$ contains a difference. As such, of all differences $A$ with weight 17 , we select the difference that has the highest weight of $L(A)$. Five such differences exist, and we arbitrarily select the difference with the smallest absolute value, $A=0 \mathrm{~A} 001021903036 \mathrm{C} 3$. The corresponding $L(A)=0200100180301283$ has weight
11. As such, we find that rounds 10 to 16 of the key schedule, and rounds 18 to 24 of the compression function, each have a probability of $2^{-8.415 \cdot 6-8 \cdot 11}=2^{-138.49}$. For rounds 18 to 23 of the key schedule, we find a probability of $2^{-7.193 \cdot 6-7 \cdot 11}=2^{-120.16}$.

To find semi-free-start collisions, we first search for a message pair that satisfies the key expansion characteristic, and then afterwards search for a chaining value pair that satisfies the compression function characteristic. These two searches can be decoupled, as the chaining value does not influence the key schedule. As such, the probabilities for the message pairs and IV pairs can be summed up instead of multiplied.

As will be shown in the next section, only two round function calls are required to find a message (or IV) that satisfies the first nine rounds of the key expansion (or compression function). To find a pair of messages (or IVs) that satisfy the differential characteristic, we use the same depth-first search algorithm that was introduced for SHA-1 in [2]. The memory requirements of this search algorithm are negligible. We assume that the cost of visiting a node in this search tree is equivalent to one round function call, or $2^{-5}$ compression function calls. The complexity calculation of [2] then shows that a 31-round semi-free-start collision can be found using the characteristic of Table 1 after $2^{138.49+120.16+1-5}+2^{138.49+1-5}=2^{254.65}$ equivalent compression function calls. This is faster than a generic birthday attack, which requires about $2^{256}$ compression function evaluations.

## 5 Finding Message Pairs for the First Nine Rounds

To find messages that satisfy the first few rounds of the characteristic, single-message modification [17] cannot be used. This is because the entire message is loaded into the $r$-registers before the round function is applied, instead of injecting one message word every round. We therefore propose to use another technique, that turns out to be even more efficient than single-message modification. This concept is explained for the key schedule only, as it is completely analogous for the compression function.

In this section, we will adopt a stream-based notation for the round function. Denote the initial eight-word state $\left(k_{7}, k_{6}, k_{5}, k_{4}, k_{3}, k_{2}, k_{1}, k_{0}\right)$ as $\left(x_{-2}, x_{-1}, x_{0}, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)$. After clocking one for one round, the value of the register $k_{0}$ is represented by $x_{6}$, and so on. In this text, we will not make a distinction between linear and affine equations, and use the term "linear equation" for any equation that contains no monomials of a degree more than one.

Finding a pair of messages that satisfy the characteristic, can be seen as solving a set of non-linear equations defined by the round function. Solving a set of non-linear equations is a difficult problem in general. This is even more the case as we are not looking for a single solution, but for a very large set of solutions.

What we can do, however, is impose linear conditions on the variables $x_{0}$ to $x_{12}$, in such a way that the round function behaves as a linear function. We then obtain a set of linear equations, of which every solution corresponds to a message pair that follows the first nine rounds of the characteristic. Enumerating the solutions of this linear space has a negligible computation cost compared to a round function evaluation.

For every solution, we have to apply the round function twice to obtain $x_{13}$ and $x_{14}$. These are guaranteed to follow the characteristic as well. They serve as a starting point to satisfy the conditions of the remaining characteristic in a probabilistic way. After reaching

Table 1. A 31-round semi-free-start collision differential characteristic for the ESSENCE-512 compression function; differences from $R$ to $Y$ are arbitrary, 0 represents the zero difference, $A=0$ A001021903036C3

| Round | Register $R$ | Register $K$ | Pr for $C V$ | Pr for $m$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 00000000 | A 0 0 0 0 0 0 0 | 1 | 1 |
| 1 | 0000000 A | 00000000 A | 1 | 1 |
| 2 | 000000 A 0 | 000000 A 0 | $2^{-17}$ | $2^{-17}$ |
| 3 | 00000 A 0 | 00000 A 0 | $2^{-17}$ | $2^{-17}$ |
| 4 | 000004000 | 0000 A 000 | $2^{-17}$ | $2^{-17}$ |
| 5 | 0 O O A O O O O | 000 A 0000 | $2^{-17}$ | $2^{-17}$ |
| 6 | 00 A 00000 | 00 A O O O O O | $2^{-17}$ | $2^{-17}$ |
| 7 | 0 A 0000000 | 0 A O O O O O O | $2^{-17}$ | $2^{-17}$ |
| 8 | A 000000000 | A 000000000 | $2^{-17}$ | $2^{-17}$ |
| 9 | 000000000 | 00000000 A | 1 | 1 |
| 10 | 000000000 | 000000 A | 1 | $2^{-17}$ |
| 11 | 000000000 | 00000 A 00 | 1 | $2^{-17}$ |
| 12 | 000000000 | 0000 A 000 | 1 | $2^{-17}$ |
| 13 | 000000000 | 000 A 0000 | 1 | $2^{-17}$ |
| 14 | 000000000 | 00 A O O O O O | 1 | $2^{-17}$ |
| 15 | 000000000 | 0 A 0000000 | 1 | $2^{-17}$ |
| 16 | 000000000 | A 00000000 | 1 | $2^{-17}$ |
| 17 | 0000000 A | 0000000 A | 1 | 1 |
| 18 | 000000 A 0 | 000000 A 0 | $2^{-17}$ | $2^{-17}$ |
| 19 | 00000 A 0 | 00000 A 00 | $2^{-17}$ | $2^{-17}$ |
| 20 | 0000 A 000 | 0000 A 000 | $2^{-17}$ | $2^{-17}$ |
| 21 | 000 A 00000 | 000 A 0000 | $2^{-17}$ | $2^{-17}$ |
| 22 | 00 A 00000 | 00 A O O O O O | $2^{-17}$ | $2^{-17}$ |
| 23 | 0 A 0000000 | 0 A O O O O O O | $2^{-17}$ | $2^{-17}$ |
| 24 | A 000000000 | A 0000000 R | $2^{-17}$ | 1 |
| 25 | 000000000 | 000000 R S | 1 | 1 |
| 26 | 000000000 | 00000 R O T | 1 | 1 |
| 27 | 000000000 | 0000 R S T U | 1 | 1 |
| 28 | 000000000 | 000 R S T U V | 1 | 1 |
| 29 | 000000000 | 00 R S T U V W | 1 | 1 |
| 30 | 000000000 | 0 R S T U V W X | 1 | 1 |
| 31 | 00000000 | R S T U V W X Y | 1 | 1 |

round 31 , we can calculate $x_{-2}$ and $x_{-1}$ by applying two inverse round functions. These values will always satisfy the characteristic.

Let $A[j]$ denote the $j$-th significant bit ( $j=0$ denotes the least significant bit or LSB) of $A$. The only non-linear function of ESSENCE is the $F$ function. As the $F$ function operates on every bit in parallel, the linear conditions that have to be added, depend on the values $A[j]$ and $L(A)[j]$ at every bit position $j$. The equations we use are given in Appendix B. Note that for bit positions $j$ where $A[j]=0$, it is not a problem if $x_{0}[j]$ or $x_{12}[j]$ are represented by a non-linear expression, as these bits are not involved in any of the linear conditions anyway.

As the equations in Appendix B show, we need to add 10 equations for every bit position $j$ where $A[j]=1$, and 6 equations if $A[j]=0$. Also, to represent the 64 -bit values $x_{8}$ to $x_{12}$ resulting from the round function, we need to add $5 \cdot 64$ additional equations for outputs of the round function. In total, we obtain a set of $10 \cdot 17+6 \cdot(64-17)+5 \cdot 64=772$ linear equations in $13 \cdot 64=832$ binary variables.

We build this system of equations by successively adding $10+5=15$ or $6+5=11$ more equations for every bit position $j$. With some small probability, the system of equations becomes inconsistent. If this happens, we add a different set of linear equations for this bit position. Even this may fail with some probability, in which case we add a linearization of the $F$ function using $7+5$ instead of $6+5$ equations for this particular bit position. This may or may not decrease the number of solutions slightly, but it allows us to avoid backtracking.

For one particular run, using only the equations mentioned in Appendix C, we find a consistent system of 772 linear equations in 832 binary variables. The number of linearly independent equations turns out to be 771 . As such, we have found $2^{832-771} / 2=2^{60}$ pairs of messages that satisfy the first 9 rounds. We divide by two to avoid counting the same pair twice. If more than $2^{60}$ pairs of messages needed, we can simply run this program again to find the next set of messages. As including these 771 equations would use up a lot of space, we give only one of the $2^{60}$ message pairs in Table 6.

This technique is very similar to the techniques of multi-message modification [17], tunneling [7], neutral bits [1] and the amplified boomerang attack [6]. These $2^{60}$ messages correspond to 60 auxiliary differential paths for the amplified boomerang attack. No results are known to us where these auxiliary differential paths were also obtained in a fully automated way.

## 6 Distinguishing Attacks

Our motivational observation is that the non-linear feedback function $F$ is unbalanced. Exploiting this, we first construct distinguishers on 14-round ESSENCE (both the block cipher and the compression function) and then for the full 32-round ESSENCE. Towards the end of this section, we present key-recovery attacks on the ESSENCE family of block ciphers. These attacks can be seen as an immediate consequence of our distinguishing attacks.

### 6.1 Weakness in the Feedback Function of ESSENCE

In [8], the designer notes that the security of the algorithms is heavily dependent on $F$, as it is the only nonlinear function in ESSENCE. This gave us some motivation to study
the properties of $F$. The function $F$ takes seven 32 -bit or 64 -bit words (say, $a, \ldots, g$ ) as inputs and produces a 32 -bit or 64 -bit word as the output. The function works in a bitsliced manner. The exact description of $F$ is largely irrelevant to our analysis; hence, we refer the interested reader to Appendix D.

Let $F(a, b, c, d, e, f, g)[j]$ denote the $j$-th significant bit $(j=0$ denotes the LSB) of $F(a, b, c, d, e, f, g)$. Our motivational observation is the following (confirmed both experimentally and from the tables in Appendix D of [8]).

Observation 1: If $a, \ldots, g$ are uniformly distributed, then

$$
\begin{equation*}
\operatorname{Pr}[F(a, b, c, d, e, f, g)[j]=0]=\frac{1}{2}+\frac{1}{2^{7}} . \tag{1}
\end{equation*}
$$

### 6.2 Distinguishers on 14-Round ESSENCE

In this section, we use Observation 1 to build distinguishers on 14-round ESSENCE. First, we consider the block cipher and then the compression function.

Let $k_{n}[j], r_{n}[j]$ and $L\left(r_{n}\right)[j]$ respectively denote the $j$-th significant bits $(j=0$ denotes the LSB) of $k_{n}, r_{n}$ and $L\left(r_{n}\right)$. In the beginning, suppose the key $k$ and the initial value $r$ are such that $k_{0}[0]=r_{0}[0]$. Then, after 7 rounds, $k_{7}[0]=r_{7}[0]$. Now, if after the 7th round, $L\left(r_{0}\right)[0]=0$ and $F\left(r_{6}, r_{5}, r_{4}, r_{3}, r_{2}, r_{1}, r_{0}\right)[0]=0$ (from Observation 1, this occurs with $0.5+2^{-7}$ probability ${ }^{7}$ ), then after the 8th round, we will have $r_{0}[0]=0$. Note that the condition $L\left(r_{0}\right)[0]=0$ after the 7 th round is the same as the condition $L\left(r_{1}\right)[0]=0$ after the 8th round. Therefore, when the key and the plaintext are initially related in the form $k_{0}[0]=r_{0}[0]$, and when the outputs after 8 rounds satisfy the condition $L\left(r_{1}\right)[0]=0$ (this occurs with probability $1 / 2$ ), then $\operatorname{Pr}\left[r_{0}[0]=0\right]=1 / 2+2^{-7}$. Now, $r_{0}$ and $r_{1}$ after the 8th round are respectively equal to $r_{6}$ and $r_{7}$ after the 14th round. Hence, when the key and the plaintext are related in the form $k_{0}[0]=r_{0}[0]$, and when the outputs after 14 rounds satisfy the condition $L\left(r_{7}\right)[0]=0$, then

$$
\begin{equation*}
\operatorname{Pr}\left[r_{6}[0]=0\right]=\frac{1}{2}+\frac{1}{2^{7}} . \tag{2}
\end{equation*}
$$

### 6.3 The Distinguisher

A distinguisher is an algorithm that distinguishes one probability distribution from another. In cryptography, a distinguisher is an algorithm that distinguishes a stream of bits from a stream of bits uniformly distributed at random (i.e., bitstream generated by an ideal cipher).

Our distinguisher on ESSENCE is constructed by collecting $n$ outputs $r_{6}[0]$, after 14 rounds, generated by as many keys (so that the $n$ samples are independent) such that $k_{0}[0]=r_{0}[0]$ initially. Let $D_{0}$ and $D_{1}$ denote the distributions of the outputs from 14round ESSENCE block cipher and a random permutation, respectively. Given $L\left(r_{7}\right)[0]=0$, let $p_{0}$ and $p_{1}$ respectively denote the probability that $r_{6}[0]=0$ holds given the outputs

[^1]are collected from 14-round ESSENCE and the probability that $r_{6}[0]=0$ holds given the outputs are generated by a random source. That is, $p_{0}=1 / 2+2^{-7}$ (from (2)) and $p_{1}=1 / 2$. Then, $\mu_{0}=n \cdot p_{0}$ and $\mu_{1}=n \cdot p_{1}$ are the respective means of $D_{0}$ and $D_{1}$. Similarly, $\sigma_{0}=\sqrt{n \cdot p_{0} \cdot\left(1-p_{0}\right)}$ and $\sigma_{1}=\sqrt{n \cdot p_{1} \cdot\left(1-p_{1}\right)}$ denote the respective standard deviations of $D_{0}$ and $D_{1}$. When $n$ is large, both these binomial distributions can be approximated with the normal distribution. Now, if $\left|\mu_{0}-\mu_{1}\right|>2\left(\sigma_{0}+\sigma_{1}\right)$, i.e., $n>2^{16}$, the output of the cipher can be distinguished from a random permutation with a success probability of 0.9772 (since the cumulative distribution function of the normal distribution gives the value 0.9772 at $\mu+2 \sigma)$ provided $L\left(r_{7}\right)[0]=0$. To test whether $n$ is large enough for the normal approximation to the binomial distribution to hold, we use a commonly employed rule of thumb: $n \cdot p>5$ and $n \cdot(1-p)>5$, where $p \in\left\{p_{0}, p_{1}\right\}$. A simple calculation proves that both the above inequalities hold when $n=2^{16}$. Since the condition $L\left(r_{7}\right)[0]=0$ holds with 0.5 probability, we need to generate $2 \cdot 2^{16}=2^{17}$ samples of $r_{6}[0]$ from as many keys (such that $k_{0}[0]=r_{0}[0]$ initially) to build the distinguisher with a success probability of 0.9772 . Our simulations support this result.

### 6.4 Distinguishers using Biases in Other Bits

Since the function $F$ operates on its input bits in a bitsliced manner, it is easy to see that the distinguisher presented for the LSB of $r_{6}$ also works for more significant bits. In other words, if initially $k_{0}[j]=r_{0}[j]$, for any $j$ in $\{0, \ldots, 31\}$, then with $2^{16}$ samples of $r_{6}[j]$ at the the end of 14 rounds, it is possible to distinguish 14-round ESSENCE block cipher from a random permutation with a success probability of 0.9772 .

### 6.5 Distinguishers for the Compression Function

The ESSENCE compression function is a Davies-Meyer construction in which the output of the block cipher is XORed with the initial chaining value. In other words, the output of the compression function is the XOR-sum of the values of $r_{7}\left\|r_{6}\right\| r_{5}\left\|r_{4}\right\| r_{3}\left\|r_{2}\right\| r_{1} \| r_{0}$ before and after applying the permutation $E$. This XOR-sum is the chaining value $r_{7}\left\|r_{6}\right\| r_{5}\left\|r_{4}\right\| r_{3} \|$ $r_{2} \| r_{1}| | r_{0}$ for the next iteration. As we assume that an attacker can observe both the chaining value input and the compression function output, it is trivial to undo the Davies-Meyer feedforward and apply the distinguishers of the 14-round block cipher.

These observations are extended to 32-round ESSENCE in Appendix E.

### 6.6 Key-Recovery Attacks

In this section, we show that the distinguishing attacks on the ESSENCE family of block ciphers can be converted into key-recovery attacks.

Let us say that we have $n$ known plaintexts. Considering that the plaintexts are initially loaded directly into the $r$-registers [9], we expect $n / 2$ plaintexts to have $r_{0}[j]=0$. Without loss of generality, let us consider this partition of the plaintext space where $r_{0}[j]=0$. Now, from our analysis in Sect. 6.2, we can collect statistics on $L\left(r_{7}\right)[j] \oplus r_{6}[j]$ at the end of the 14 rounds and observe its tendency for sufficiently large $n-$ if $L\left(r_{7}\right)[j] \oplus r_{6}[j]=0$ more often, then the key bit $k_{0}[j]=0$; likewise, if $L\left(r_{7}\right)[j] \oplus r_{6}[j]=1$ more often, then the key bit $k_{0}[j]=1$ (the results are swapped if we begin with plaintexts in which $r_{0}[j]=1$ ).

Using a similar analysis, we can recover the rest of the key bits in $k_{0}$. The number of known plaintexts required is $2^{15}$. This is obtained as follows, using standard linear cryptanalysis [10]. We are interested in finding whether, after 14 rounds, the number of times that $L\left(r_{7}\right)[j] \oplus r_{6}[j]=0$ holds is greater than $n / 4$. Accordingly, we determine the key bit $k_{0}[j]$. Unlike in the distinguishing attacks, a confidence interval for the uniform distribution is not required. From [10] we obtain that the success probability of this method is 0.9772 when $n / 2=|p-1 / 2|^{-2}$, where $p$ is the probability that $L\left(r_{7}\right)[j] \oplus r_{6}[j]=0$ (or 1 ). Substituting $p=1 / 2 \pm 2^{-7}$ in the above formula for $n$, we get $n=2^{15}$. It follows that the probability that this recovered key word $\left(k_{0}\right)$ is correct is $(0.9772)^{32} \approx 0.48$. The other 224 bits of the key can be exhaustively searched. Thereby, we expect that $2^{224} / 0.48 \approx 2^{225.1}$ keys have to be tested before the correct key is obtained with guaranteed success. This keyrecovery attack can also be applied on the block cipher of ESSENCE-224 (which is identical to the block cipher of ESSENCE-256) with the same complexities. For the block ciphers of ESSENCE-384/512, we require $2^{15}$ known plaintexts and a computational effort equivalent to testing $2^{448} /(0.9772)^{64} \approx 2^{450.1}$ keys (where exhaustive search requires testing $2^{512}$ keys) for guaranteed success.

These observations are extended to 32 -round ESSENCE in Appendix F.

## 7 Slide Attack

In this part of the study, we provide an efficient method to find two inputs $(c, m)$ and $\left(c^{\prime}, m^{\prime}\right)$ such that their output (after feed-forward) $r$ and $r^{\prime}$ are shifted versions of each other; i.e., if $r_{i}=r_{i+1}^{\prime}$ for $0 \leq i<7$.

The necessary conditions on $(c, m)$ and $\left(c^{\prime}, m^{\prime}\right)$ are

1. $c_{i}=c_{i+1}^{\prime}$ for $0 \leq i \leq 7$,
2. $c_{0}^{\prime}=m_{7} \oplus c_{7} \oplus F\left(c_{6}, \ldots, c_{0}\right) \oplus L\left(c_{0}\right)$,
3. $m_{i}=m_{i+1}^{\prime}$ for $0 \leq i \leq 7$,
4. $m_{0}^{\prime}=m_{7} \oplus F\left(m_{6}, \ldots, m_{0}\right) \oplus L\left(m_{0}\right)$.

If these conditions hold, then after 32 rounds (and XORing with the initial value), the output of the compression function satisfies $r_{i}=r_{i+1}^{\prime}$ for $0 \leq i<7$.

As an example, let $m_{i}=0$ for all $i$. Then we must choose $m_{i}^{\prime}=0$ for all $i>0$, and $m_{0}^{\prime}=1^{n}$ where $1^{n}$ represents the 32 -bit or 64 -bit unsigned integer of which all bits are set. Let $c_{i}=0$ for all $i$, let $c_{i}^{\prime}=0$ for all $i>0$, and let $c_{0}^{\prime}=1^{n}$. Then, the two outputs of the compression function (with $N=32$ ) are:

```
c c 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
c'l
m 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000
m'FFFFFFFFF 00000000 00000000 00000000 00000000 00000000 00000000 00000000
R 6B202EF2 BB610A07 97E43146 9BD34AE3 C8BC7CBF B8EE4A3C B6118DC5 775F7BBF
R'|C07ABCFA 6B202EF2 BB610A07 97E43146 9BD34AE3 C8BC7CBF B8EE4A3C B6118DC5
```

For every choice of $(c, m)$, an input $\left(c^{\prime}, m^{\prime}\right)$ such that this property on the compression function outputs is obtained can be found in time equivalent to about one compression
function evaluation. Hence, in total about $2^{512}$ pairs of inputs producing slid pairs can be found by the above method. This observation can easily be extended to slide the output by $2,3, \ldots, 7$ steps.

### 7.1 Slid Pairs with Identical Chaining Values

It is also possible to find slid pairs with $c=c^{\prime}$. Let the initial state of the register $R$ be of the form $\left(c_{0}, c_{0}, \ldots, c_{0}\right)$, where $c_{0}$ is selected randomly. For a message block $m$ of the form $\left(m_{0}, m_{1}, \ldots, m_{7}\right)$ where $m_{7}=F\left(c_{0}, \ldots, c_{0}\right) \oplus L\left(c_{0}\right)$ and the rest of the $m_{i}$ 's are selected arbitrarily, select $m^{\prime}$ as $\left(m_{0}^{\prime}, m_{1}^{\prime}, \ldots, m_{7}^{\prime}\right)$, such that $m_{i+1}^{\prime}=m_{i}$ for $i=0,1,2, \ldots, 6$ and $m_{0}^{\prime}=m_{7} \oplus F\left(m_{6}, \ldots, m_{0}\right) \oplus L\left(m_{0}\right)$. Then, the outputs of the compression function for $m$ and $m^{\prime}$ also satisfy $r_{i}=r_{i+1}^{\prime}$ for $0 \leq i<7$. It is possible to select $c$ in $2^{32}$ different ways, and for each selected $c$, we can choose $2^{7.32}$ different message blocks, therefore the number of such slid pairs is $2^{256}$. As an example, assume $c_{0}=243 \mathrm{f} 6 \mathrm{a} 88$, which is the truncated fractional part of $\pi$, and all "free" message words are zero.

| $c, c^{\prime}$ | 243F6A88 | 243F6A88 | 243F6A88 | 243F6A88 | 243F6A88 | 243F6A88 | 243F6A88 | 243F6A88 |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $m$ | 00000000 | 00000000 | 00000000 | 00000000 | 00000000 | 00000000 | 00000000 | F6B1EB63 |
| $m^{\prime}$ | 094E149C | 00000000 | 00000000 | 00000000 | 00000000 | 00000000 | 00000000 | 00000000 |
| $R$ | BE31AA01 | EB6E9F07 | EAD99889 | 6FE79B44 | 391CCD35 | 67FDB8B6 | FC3AA0F6 | 6E80148E |
| $R^{\prime}$ | F86D77C6 | BE31AA01 | EB6E9F07 | EAD99889 | 6FE79B44 | 391CCD35 | 67FDB8B6 | FC3AA0F6 |

## 8 Fixed Points for the ESSENCE Block Cipher

If a fixed point for one round of the ESSENCE block cipher can be found, this automatically leads to a fixed point for all 32 steps of the block cipher. After applying the Davies-Meyer feed-forward, the resulting compression function output will then be zero.

If two different fixed points are found, this would lead to a free-start collision. This free-start collision is preserved after the output padding is applied.

For a fixed point for one round, $c_{0}=c_{1}=\ldots=c_{7}$ and $m_{0}=m_{1}=\ldots=m_{7}$ should hold. This is obvious: after one step, all register values move one place, but must have the same value as in the previous step to form a fixed point. Moreover, the round update functions should satisfy the following equations.

$$
\begin{aligned}
F\left(c_{0}, c_{0}, c_{0}, c_{0}, c_{0}, c_{0}, c_{0}\right) \oplus c_{0} \oplus L\left(c_{0}\right) \oplus m_{0} & =c_{0} \\
F\left(m_{0}, m_{0}, m_{0}, m_{0}, m_{0}, m_{0}, m_{0}\right) \oplus m_{0} \oplus L\left(m_{0}\right) & =m_{0}
\end{aligned}
$$

Solving the equations, one gets the following values for ESSENCE-256 and ESSENCE512:

|  | ESSENCE-256 | ESSENCE-512 |
| :---: | :---: | :---: |
| $c_{0}$ | 993AE9B9 | D5B330380561ECF7 |
| $m_{0}$ | 307A380C | 10AD290AFFB19779 |

Using similar methods, we have found that the only fixed points for two, three or four rounds is the same fixed point for one round applied two, three or four times respectively.

We have not been able to extend this result for more rounds. As such, we have not been able to find a free-start collisions using this technique. Depending how the compression function is used, however, it might be undesirable that we can easily find inputs that fix the compression function output to zero.

## 9 Measures to Improve the Security of ESSENCE

From the analysis in Sect. 3-6, it is clear that ESSENCE has weaknesses in $L$ and $F$.
The concatenation of both the input and output of the $L$ function can be seen as an errorcorrecting code with $[n, k]=[64,32]$ or $[128,64]$. The branching number is then equal to the error-correcting code of these dimensions with the highest minimum weight. Best known results from coding theory [5] can be used to construct an $L$ function with a branching number for both linear and differential cryptanalysis of 12 or 22 respectively. Better codes may exist according to currently known upper bounds for the minimum weight, but have so far not been found.

A search can be made for variants of these codes (possibly with a slightly lower branching number) that satisfy all design criteria for the $L$ function. Although the resulting function will always be linear, it may however not be possible to implement it as an LFSR.

In (5), the function $F$ is in algebraic normal form (ANF). We know that the coefficient of the maximum degree monomial in this ANF is equal to the XOR-sum of all the entries in the truth table of $F$. To thwart the attacks in Sect. 6 and Appendix F, it is necessary that $F$ is balanced. Discarding the maximum degree monomial is a possible solution.

Other countermeasures include increasing the number of rounds and adding round constants. In Sect. 7 and Sect. 8, we saw how the omission of round constants allowed slid pairs and fixed points to be found. Increasing the number of rounds does not thwart these attacks, but it increases the security margin against the semi-free-start collision attacks of this paper.

## 10 Conclusions and Open Problems

In this paper, we first presented a semi-free-start collision attack on 31 out of 32 rounds with a complexity of $2^{254.65}$ compression function evaluations. We find messages that satisfy the first nine rounds of the differential characteristic of the semi-free-start collision attack as the solution of a large set of linear equations. We found that six linear input conditions are sufficient to make $F$ behave as a linear function in Table 5. It is an open problem if solutions using fewer equations exist.

We also presented a set of distinguishers on 14-round ESSENCE. The distinguishers can be applied to the block cipher as well as the compression function. Each of the distinguishers on 14 -round ESSENCE requires $2^{17}$ output bits. The distinguishers work on all digest sizes of ESSENCE with the same complexity. It has also been shown how the distinguishing attacks can be turned into key-recovery attacks.

We then showed how the omission of round constants allowed slid pairs and fixed points to be found. This cannot be prevented by increasing the number of rounds.

Finally, we suggested some measures to improve the security of ESSENCE. These suggestions are rather preliminary and need to be worked on further in order to obtain a more secure family of hash functions.
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## A Finding the Lowest Weight Difference $\boldsymbol{A}$

We wish to find a difference $A$ that satisfies

$$
\begin{equation*}
(\neg A) \wedge L(A)=0 \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{hw}(A) \leq w, \tag{4}
\end{equation*}
$$

where $\operatorname{hw}(A)$ is the number of bits set in $A$ and $w$ is to be as small as possible.
We proceed as follows. Let $w$ represent the (still unknown) weight of the lowest weight difference $A$. We then split $w$ into two integers $w_{0}$ and $w_{1}$, such that $w_{0}+w_{1}=w$ and $\left|w_{1}-w_{0}\right| \leq 1$. Let $L^{-1}$ represent the inverse $L$ function, such that $L^{-1}(L(x))=x$. Let $M(x)=L(x) \oplus x$. The design of ESSENCE guarantees that $M$ is invertible, as $L$ is not allowed to have any eigenvalues in the ground field.

First step: We enumerate all $x$ where $\mathrm{hw}(x) \leq w_{0}$. After calculating $A=L^{-1}(x)$, we check (3) and (4).

Second step: We enumerate all $y$ where $\operatorname{hw}(y) \leq w_{1}$. After calculating $A=M^{-1}(y)$, we check if (3) and (4).

Equation (3) implies that the bit positions where $L(A)$ is 1 , is always a subset of bit positions where $A$ is 1 . Therefore, we only have to consider two cases: the case where the set of bit positions where $L(A)$ is 1 contains no more than $w_{0}$ elements, and the case where the set bit positions where $L(A)$ is 0 and $A$ is 1 contains not more than $w_{1}$ elements. As $w_{0}+w_{1}=w$, these two steps are guaranteed to find all $A$ that satisfy (3) and (4). If no solution is found, we increase $w$ by one and perform the two steps again, enumerating only the new values of $x$ and $y$.

The total complexity of this search is $\left(\sum_{i=0}^{w_{0}} C_{i}^{64}\right)+\left(\sum_{j=0}^{w_{1}} C_{j}^{64}\right)$. As we find $w=17$ here, the total number of 64 -bit linear function evaluations is $\left(\sum_{i=0}^{8} C_{i}^{64}\right)+\left(\sum_{j=0}^{9} C_{j}^{64}\right) \approx 2^{35}$. This calculation can be performed in less than a minute on a recent desktop computer. The solutions are shown in Table 2.

## B Making F Behave as a Linear Transformation

We consider three separate cases, depending on the values of $A$ and $L(A)$ for a particular bit position $j$.

Table 2. All differences $A$ with $\operatorname{hw}(A)=17$ that satisfy (3); there are no solutions where $\operatorname{hw}(A)<17$ and (3)

| $A$ |
| :---: |
| 2461822430680025 |
| 48 C 3044860 D 0004 A |
| 91860890 C 1 A 00094 |
| 0 A001021903036C3 |
| 1400204320606 D 86 |
| $2800408640 \mathrm{CODB0C}$ |
| 5000810 C 8181 B 618 |
| A001021903036C30 |

If $A[j]=1$, we can enumerate all possible input conditions, such that F behaves linearly and has the required differential behavior. Because we enumerate all possibilities, we obtain an optimal result: it is not possible to add fewer than 10 linear equations. All existing solutions where 10 linear equations are added, are shown in Table 3 (for $L(A)[j]=1$ ) and Table 4 (for $L(A)[j]=0$ ).

If $A[j]=0$ : the differential behavior is always satisfied: if there is no input difference, there will not be an output difference either. We found that adding 6 equations is sufficient. We do not rule out the possibility that fewer than 6 equations are sufficient. The solutions we found are given in Table 4.

We will omit the index $j$, so that $x_{0}$ to $x_{12}$ represent one-bit variables. The expressions $F\left(x_{0}, \ldots, x_{6}\right)$ and $F\left(x_{6}, \ldots, x_{12}\right)$ are not added to the system of linear equations of the attack, as this is not necessary. They are only mentioned to show that their differential behavior is correct.

Table 3. Making F linear and imposing the required differential behavior for position $j$ where $A[j]=$ $L(A)[j]=1$ can be done by adding no more than 10 linear equations; exactly four such solutions exist

|  | Solution 1 | Solution 2 | Solution 3 | Solution 4 |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \hline x_{0} \oplus x_{2}=1 \\ x_{1}=0 \\ x_{3}=1 \\ x_{4}=1 \\ x_{5}=1 \\ x_{7}=0 \\ x_{8}=1 \\ x_{9}=0 \\ x_{10}=0 \\ x_{12}=1 \\ \hline \end{gathered}$ | $x_{1}=1$ $x_{2} \oplus x_{5}=0$ $x_{2} \oplus x_{7}=1$ $x_{2} \oplus x_{8}=0$ $x_{2} \oplus x_{9}=0$ $x_{2} \oplus x_{12}=1$ $x_{3}=0$ $x_{4}=1$ $x_{10}=0$ $x_{11}=0$ | $x_{1}=1$ $x_{2} \oplus x_{5}=0$ $x_{2} \oplus x_{7}=1$ $x_{2} \oplus x_{8}=0$ $x_{2} \oplus x_{9}=0$ $x_{3}=0$ $x_{4}=1$ $x_{10}=0$ $x_{11}=0$ $x_{12}=1$ | $\begin{aligned} & x_{1}=1 \\ & x_{2}=1 \\ & x_{3}=0 \\ & x_{4}=1 \\ & x_{5}=1 \\ & x_{7}=0 \\ & x_{8}=1 \\ & x_{9}=1 \\ & x_{10}=0 \\ & x_{11}=0 \\ & \hline \end{aligned}$ |
| $F\left(x_{0}, \ldots, x_{6}\right)=$ | $x_{6} \oplus 1$ | $x_{0} \oplus x_{6}$ | $x_{0} \oplus x_{6}$ | $x_{0} \oplus x_{6}$ |
| $F\left(x_{1}, \ldots, x_{7}\right)=$ | $x_{2} \oplus 1$ | $x_{2} \oplus 1$ | $x_{2} \oplus 1$ | 0 |
| $F\left(x_{2}, \ldots, x_{8}\right)=$ | 0 | $x_{2} \oplus 1$ | $x_{2} \oplus 1$ | 0 |
| $F\left(x_{3}, \ldots, x_{9}\right)=$ | 0 | $x_{5}$ | $x_{5}$ | 1 |
| $F\left(x_{4}, \ldots, x_{10}\right)=$ | 1 | 1 | 1 | 1 |
| $F\left(x_{5}, \ldots, x_{11}\right)=$ | 1 | 0 | 0 | 0 |
| $F\left(x_{6}, \ldots, x_{12}\right)=$ | 0 | $x_{7} \oplus 1$ | 0 | $x_{12} \oplus 1$ |

Table 4. Making F linear and imposing the required differential behavior for position $j$ where $A[j]=1$ and $L(A)[j]=0$ can be done by adding no more than 10 linear equations; exactly one such solution exists

|  | Solution 1 <br> $x_{0} \oplus x_{2}=0$ <br> $x_{1}=0$ <br> $x_{3}=1$ <br> $x_{4}=1$ <br> $x_{5}=1$ <br> $x_{7}=0$ <br> $x_{8}=1$ <br> $x_{9}=0$ <br> $x_{10}=0$ <br> $x_{12}=1$ <br> $F\left(x_{0}, \ldots, x_{6}\right)=$ <br> $F\left(x_{1}, \ldots, x_{7}\right)=$ <br> $x_{2} \oplus 1$ <br> $F\left(x_{2}, \ldots, x_{8}\right)=$ <br> $F\left(x_{3}, \ldots, x_{9}\right)=$ <br> $F\left(x_{4}, \ldots, x_{10}\right)=$ <br> $F\left(x_{5}, \ldots, x_{11}\right)=$ <br> $F\left(x_{6}, \ldots, x_{12}\right)=$ |
| :--- | :---: |
|  | 1 |

Table 5. Making F linear for position $j$ where $A[j]=L(A)[j]=0$ can be done by adding no more than 6 linear equations; at least six such solutions exist

|  | Solution 1 | Solution 2 | Solution 3 | Solution 4 | Solution 5 | Solution 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $x_{3}=0$ | $x_{3}=0$ | $x_{3}=1$ | $x_{4}=0$ | $x_{4}=0$ | $x_{4}=0$ |
|  | $x_{4}=0$ | $x_{4}=0$ | $x_{4}=1$ | $x_{5}=1$ | $x_{5}=1$ | $x_{5}=1$ |
|  | $x_{5}=1$ | $x_{5}=1$ | $x_{5}=1$ | $x_{6}=1$ | $x_{6}=1$ | $x_{6}=1$ |
|  | $x_{6}=0$ | $x_{6}=1$ | $x_{6}=1$ | $x_{7}=0$ | $x_{7}=0$ | $x_{7}=0$ |
|  | $x_{7}=1$ | $x_{7}=1$ | $x_{7}=1$ | $x_{8}=1$ | $x_{8}=1$ | $x_{8}=1$ |
|  | $x_{9}=1$ | $x_{8}=1$ | $x_{8}=1$ | $x_{9}=0$ | $x_{10}=0$ | $x_{11}=1$ |
| $F\left(x_{1}, \ldots, x_{7}\right)=$ | $x_{1} \oplus 1$ | $x_{2}$ | $x_{1}$ | $x_{1} \oplus x_{2} \oplus 1$ | $x_{1} \oplus x_{2} \oplus 1$ | $x_{1} \oplus x_{2} \oplus 1$ |
| $F\left(x_{2}, \ldots, x_{8}\right)=$ | $x_{2} \oplus x_{8} \oplus 1$ | $x_{2} \oplus 1$ | $x_{2}$ | $x_{3} \oplus 1$ | $x_{3} \oplus 1$ | $x_{3} \oplus 1$ |
| $F\left(x_{3}, \ldots, x_{9}\right)=$ | $x_{8} \oplus 1$ | $x_{9} \oplus 1$ | $x_{9}$ | 0 | $x_{9}$ | $x_{9}$ |
| $F\left(x_{4}, \ldots, x_{10}\right)=$ | $x_{8}$ | 0 | $x_{9} \oplus x_{10} \oplus 1$ | $x_{10} \oplus 1$ | $x_{9} \oplus 1$ | $x_{9} \oplus x_{10} \oplus 1$ |
| $F\left(x_{5}, \ldots, x_{11}\right)=$ | $x_{8} \oplus x_{10} \oplus 1$ | $x_{10} \oplus x_{11} \oplus 1$ | $x_{10} \oplus x_{11} \oplus 1$ | $x_{10} \oplus 1$ | $x_{9} \oplus 1$ | $x_{9} \oplus x_{10} \oplus 1$ |

## C A Message Pair for the First Nine Rounds

We give a message pair that satisfies the first 9 rounds of the characteristic of Table 1 in Table 6.

Table 6. A message pair satisfying the first 9 rounds of the characteristic of Table 1

| $i$ | $m_{i}$ | $m_{i}^{\prime}$ | $m_{i} \oplus m_{i}^{\prime}$ |
| :---: | :---: | :---: | :---: |
| 0 | FFFFFFFFFFFFFFFF | FFFFFFFFFFFFFFFF | 0000000000000000 |
| 1 | 1A001021983836CB | 1A001021983836CB | 0000000000000000 |
| 2 | 5809832A1DEA2458 | 5809832A1DEA2458 | 0000000000000000 |
| 3 | 8AEF5FEBEB9FDAAB | 8AEF5FEBEB9FDAAB | 0000000000000000 |
| 4 | 32F9D8578015D297 | 32F9D8578015D297 | 0000000000000000 |
| 5 | 0D031372423B91AC | 0D031372423B91AC | 0000000000000000 |
| 6 | B804AC08CD97E348 | B804AC08CD97E348 | 0000000000000000 |
| 7 | E8BB8E649DC3B35F | E2BB9E450DF3859C | 0A001021903036C3 |

## D The Feedback Function $\boldsymbol{F}$

We denote the field of two elements by $\mathbb{F}_{2}$. The nonlinear feedback function, $F$, of ESSENCE$224 / 256$ (respectively ESSENCE-384/512) takes seven 32 -bit (respectively 64 -bit) input words and outputs a single 32 -bit (respectively 64 -bit) word as follows:

$$
\begin{align*}
F(a, b, c, d, e, f, g)= & a b c d e f g+a b c d e f+\text { abcefg }+ \text { acdefg }+ \\
& a b c e g+a b d e f+a b d e g+a b e f g+ \\
& a c d e f+a c d f g+a c e f g+a d e f g+ \\
& b c d f g+b d e f g+c d e f g+ \\
& a b c f+a b c g+a b d g+a c d f+a d e f+ \\
& a d e g+a d f g+b c d e+b c e g+b d e g+c d e f+ \\
& a b c+a b e+a b f+a b g+a c g+a d f+ \\
& a d g+a e f+a e g+b c f+b c g+b d e+ \\
& b d f+b e g+b f g+c d e+c d f+d e f+ \\
& d e g+d f g+ \\
& a d+a e+b c+b d+c d+ \\
& c e+d f+d g+e f+f g+ \\
& a+b+c+f+1, \tag{5}
\end{align*}
$$

where the multiplication and addition are taken in $\mathbb{F}_{2}$ (i.e., they are the same as bitwise XOR and bitwise AND, respectively).

## E Distinguishing Attacks on the Full 32-Round ESSENCE-256

The attacks described in Sect. 6.2 can be easily extended to the full ESSENCE-256 block cipher. Let us suppose the key $k$ and the plaintext are related such that after 18 rounds,
$r_{0}[0]=k_{0}[0]$. Given this, using similar arguments as those used to derive (2), we obtain that at the end of 32 rounds, if $L\left(r_{7}\right)[0]=0$, then

$$
\begin{equation*}
\operatorname{Pr}\left[r_{6}[0]=0\right]=\frac{1}{2}+\frac{1}{2^{7}} . \tag{6}
\end{equation*}
$$

We can thus construct a distinguisher by collecting $2^{17}$ outputs $r_{6}[0]$, after 32 rounds, generated by as many keys (so that the samples are independent) given that after 18 rounds, $k_{0}[0]=r_{0}[0]$. In other words, the adversary first tests whether $k_{0}[0]=r_{0}[0]$ after 18 rounds. If this condition is satisfied, she collects the output $r_{6}[0]$ after 32 rounds provided $L\left(r_{7}\right)[0]=0$. Therefore, this constitutes a known-key distinguishing attack which one may view as an attack on a large set of weak keys. Alternatively, the attack scenario may be such that two bits of the internal state after 18 rounds are leaked to the adversary. A similar assumption was made in [3], as a model for certain side-channel attacks. More generally, this scenario is captured by the notion of leakage resilience [4, 14], i.e., security when "even a bounded amount of arbitrary (adversarially chosen) information on the internal state (...) is leaked during computation" [4]. Although this assumption leads to trivial attacks (e.g., observe the full internal state of AES at the penultimate rounds), it assists to evaluate security against a wider range of adversaries, and to better understand the resilience of algorithms against "extreme" adversaries.

Since the condition $k_{0}[0]=r_{0}[0]$ (after 18 rounds) holds with 0.5 probability, the attacker would need to examine with $2^{17} \cdot 2=2^{18}$ randomly generated keys to mount the distinguishing attack with a success probability of 0.9772 .

It is easy to see that distinguishers of the same complexity can be built by collecting any other bit of $r_{6}$ (after 32 rounds) because $F$ operates in a bitsliced manner. As in Sect. 6.5, when the attacker can observe both the chaining value input and the compression function output, the above distinguishers can be applied onto the compression function as well.

## F Key-Recovery Attacks on 32-Round ESSENCE

In Appendix E, we extended the distinguisher on 14-round ESSENCE-256 to 32 rounds by selecting plaintexts based upon the intermediate value of $r_{0}[j]$ and $k_{0}[j]$ at round 18 . This result may be viewed in terms of a known plaintext key-recovery attack against a vulnerable implementation of the ESSENCE-256 block cipher. Let us say that we are attacking such an implementation of the 32 -round ESSENCE-256 block cipher where through some means (side-channel analysis, cache pollution, etc.) we can read bit $j$ of $r_{0}$ after 18 rounds. Like in Sect. 6.6 , we focus on a subset of $2^{14}$ plaintexts where $r_{0}[j]=0$ (or 1 ) for all $2^{14}$ texts after 18 rounds. Applying the same analysis as in Sect. 6.6 to the remaining 14 rounds gives us the value of $k_{0}[j]$ at round 18 . If our vulnerable implementation allows us to read all the bit positions of $r_{0}$, then with probability 0.48 , we can recover the full key-word $k_{0}$ at round 18. Since the key schedule is a bijection (and easily invertible) we can recover the original key with minimal effort. Again, a similar analysis can be applied to the other members of the ESSENCE family of block ciphers.
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[^1]:    ${ }^{7}$ The bit $L\left(r_{0}\right)[0]$ is the XOR-sum of $r_{0}[0]$ and several other bits of $r_{0}$. We assume that all $r_{0}[j]$ are independent and uniformly distributed. Then the condition $L\left(r_{0}\right)[0]=0$ does not affect $\operatorname{Pr}\left[r_{0}[0]=0\right]$ and therefore the bias in $\operatorname{Pr}\left[F\left(r_{6}, r_{5}, r_{4}, r_{3}, r_{2}, r_{1}, r_{0}\right)[0]=0\right]$ is also unaffected.

