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1. INTRODUCTION

The Blog track explores the information seeking behaviouhe
blogosphere. The track was introduced in 2006 [1], with ampai
lot search task, namely the opinion-finding task. In TREC72[@(,
the track investigated two main tasks inspired by the amalysa
commercial blog-search query log: the opinion-finding téisk
“What do people think abouk ?”) and the blog distillation task
(i.e. “Find me a blog with a principal, recurring interest.”).
In addition, the Blog 2007 track investigated a natural esien to
the opinion-finding task, namely the polarity task (i.e. riffime
positive or negative opinionated posts abdiit). All tasks thus
far investigated in the Blog track have used the so-calley806
collection, which was created by the University of Glasg@l [
The Blogs06 collection was crawled over an 11-week periothfr
6th December 2005 until the 21st February 2006. The cotleds
148GB in size, consisting of 38.6GB of feeds, 88.8GB of perma
link documents, and 28.8GB of homepages.

For TREC 2008, the track continued using the Blogs06 collec-

tion. It also continued investigating the opinion-findirgplarity,
and blog distillation tasks. In addition, the Blog track 80@-
troduced a baseline blog post retrieval task (i.e. “Find rugb
posts aboufX.”), to encourage participants to study the impact of
their opinion-finding techniques across different undedytopic-
relevance baselines. As a consequence, following our asiocis
from both the TREC 2006 and the Blog 2007 tracks, we strudture
the Blog track 2008 around four tasks:

(1) Baseline adhoc (blog post) retrieval task;

(2) Opinion-finding (blog post) retrieval task;

(3) Polarity opinion-finding (blog post) retrieval task; and
(4) Blog (feed) distillation task.

The track has seen an increased level of participation dwer t
years from 17 groups in 2006, to 24 groups in 2007 (20 pasitip
in the opinion-finding task, 11 in the polarity task, and 9 le t
blog distillation task). In TREC 2008, 20 groups submitteds to
the baseline task, 19 groups submitted runs to the opinrahiriy
task, 16 groups submitted runs to the polarity task, and by
submitted runs to the blog distillation task.

The remainder of this paper is structured as follows. Sacio
describes the baseline and opinion-finding tasks, progidmover-
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2. BASELINE AND OPINION-FINDING
TASKS

2.1 Tasks and Topics

The opinion-finding task addresses a search scenario where a
user aims to uncover what the bloggers are saying alo®Roughly
speaking, the user’s intention is to “take the pulse of tregb!
sphere” on a topicX. The task has been running in TREC since
the Blog track inception in 2006 [1]. One of the lessons learn
from Blog tracks of TREC 2006 & TREC 2007 is that a good
performance in opinion-finding is strongly dominated by the
derlying document ranking performance (topic-relevaresetine),
where the system’s aim is to retrieve as many relevant dontsne
as possible regardless of their opinionated nature [1, 2]addi-
tion, while some participants were able to show a markedease
in performance when using opinion detection features onofop
good topic-relevance baselines, other groups did not neamag
improve their baselines. In a recent study, we showed thatso
stronger topic-relevance baselines could not be improved &y
applying the most effective opinion-finding approachesppszd
in TREC 2007 [6].

As a consequence, to allow the further study of the perfooaan
of a specific opinion-finding technique across a range oerffit
topic-relevance baseline systems, we introduced a twgestab-
mission procedure for the opinion-finding task. In the fitstge
(baseline adhoc retrieval task), the participating groupee asked
to submit their topic-relevance baselines. Five submittgiic-
relevance baseline runs were then selected by TREC as #e “st
dard baselines” and made available to the participatingmgoThe-
se standard baselines use a variety of different retrigyaicaches,
and have varying retrieval effectiveness. More specificaliey
were selected based on their high topic-relevance andapiimd-
ing performances on the TREC 2006 and TREC 2007 old topics.
Table 1 summarises the five provided standard baseline runs.

In the second phase (opinion-finding retrieval task), thtigia
pating groups were encouraged to apply their opinion-figdéth-
nigues on their own baselines and on as many standard beselin
as possible. The idea was to provide the participating gravith
an experimental setting where they could assess the imptwtio
opinion-finding techniques across a range of differenttaplevan-
ce baselines or independently of their own baselines. Tdirou

view of the submitted runs, as well as a summary of the main ef- this experiment, the Blog track 2008 also aimed to draw a bet-

fective techniques used by the participating groups. Be@ide-
scribes the polarity task, and the main obtained resulthibyar-
ticipating groups. Section 4 describes the blog searcly(bistil-
lation) task, and summarises the results of the runs and ttie m
effective approaches deployed by the participating groufespro-
vide concluding remarks in Section 5.

ter understanding of the most effective and stable opifileading
techniques, by observing their performances on commortdaten
topic-relevance baselines.

This experiment was made possible by the fact that most of the
participating groups in both TREC 2006 and 2007 approached t
opinion-finding task as a re-ranking problem [1, 2, 5]. In finst



Baseline | Run ID Run type | Topics

baselinel| uicirwa Automatic | Title-only
baseline2| DCUCDVPtdbl | Automatic | Title-desc
baseline3| UniNEBIlogl Automatic | Title-desc
baseline4| KLEPsgFeedTD| Automatic | Title-desc
baseline5| prisbm Manual Title-only

Table 1: Details of the five provided standard baselines.

stage, a group’s system aims to find as many relevant docement
as possible, regardless of their opinionated nature, vifilee sec-
ond stage, the system re-ranks those documents using some op
ion detection techniques, and an appropriate combinafiscares.

For those participating groups that could not separate dpe-t
relevance and opinion-finding components, the submissiiceg
lines were flexible enough to allow these groups to submisrun
without the requirement of specifying a baseline run.

Since the commercial query logs used in TREC 2006 and 2007
have been running out of workable topics, for TREC 2008, 8 a
sessors were asked to create 50 new topics using the quenasog
a source, but also by following their own ideas when browsrey
collection. Groups were asked to submit their runs usinégtheew
topics, as well as the 100 queries from the TREC 2006 and 2007
opinion-finding tasks. The idea was to draw conclusions atiau
difficulty of the query topics across the Blog track years adlw
as to provide the participating groups with an experimesgdting
allowing them to evaluate their training methods and rekiram
functions. In fact, our study in [6] shows that it is often assary
to train the used re-ranking function.

2.2 Assessments and Pools

Each submitted run consisted of the top 1000 retrieved docu-

ments for each topic. The retrieval units are the documenis f
the permalinks component of the Blogs06 test collectiore ddn-
tent of a blog post is defined as the content of the post iteeltle
contents of all comments to the post: if the relevant coriteint a
comment, then the permalink is declared to be relevant. Wd us
the same assessment procedure as defined in the TREC Blkg trac
2006 and 2007 [1, 2]. In particular, the assessment proecioiaa
two levels. The first level assesses whether or not a givempst,
i.e. a permalink, contains information about the targetiantiere-
fore relevant. The second level assesses the opinionateck raf
the blog post if it was deemed relevant in the first assessleesit
The relevance assessments were conducted by NIST.

Groups were allowed to submit at most 2 baseline runs, includ
ing a compulsory automatic title-only run, and up to 4 opmio
finding runs using their own baselines, again including amalm
sory automatic title-only run. In addition, groups couldsit up
to 4 runs using each of the 5 provided standard baselinesce;len
each group could submit up to 24 opinion-finding runs. TREC re
ceived 41 baseline runs from 20 groups, and 191 opinion#mdi
runs from 19 groups. Of the 191 submitted opinion-findingstun
all but two runs were automatic: run prisbm (baseline rurg an
run prisoml (opinion-finding), which were both manual rurys b
the BUPTpris_ group. Among the opinion-finding runs, 130 runs
used one of the provided standard baselines, 12 runs haddW/A f
the baseline (i.e. their system does not separate tomuaete
from opinion-finding), and the other 49 runs used a baselime r
from the corresponding group. For the 130 runs using one ®f th
standard baselines, Table 2 shows the number of runs usaig ea
baseline type, including the breakdown per standard baselihe
baseline, opinion-finding, and polarity tasks shared timeespool.
NIST pooled the top 100 documents of two opinion-finding and

Baseline | Number of submitted rung
baselinel 25
baseline2 24
baseline3 24
baseline4 30
baseline5 27
(own) 49
(N/A) 12
Total 191

Table 2: Breakdown of the baselines used by the submit-
ted opinion-finding runs, including the five standard baselnes.
Own denotes when a run was based on a participating group’s
own baseline retrieval system, while N/A denotes when a par-
ticipant's system did not submit separate topic-relevancend
opinion-finding runs.

Relevance level 2006 2007 2008|
Not Relevant 949.82 848.68 841.6
Relevant 167.22 103.74 58.76
Relevant, negative opinions  74.14 36.88 55.7§
Relevant, mixed opinions 73.28 43.92 53.40
Relevant, positive opiniong ~ 83.18 59.20 66.74
Total 1347.64 1092.42 1076.3p

Table 3: Average number of judged documents per topic in
each of the considered relevance levels across years 20082

one polarity runs per group. If a group didn’t have any opmio
finding or polarity runs, it only contributed runs from theskat did
participate in.

Table 3 shows a breakdown of the average pool size per topic,
and the distribution of relevance assessment levels oeethitee
years of the Blog track opinion-finding task. It is of notetthze
TREC 2006 pool had the largest size. On the other hand, theCTRE
2007 topics were the least opinionated. Table 3 also shastsdh
average, each of the three pools had roughly an equal nunfiber o
negative and mixed opinionated documents, but slightlyenpors-
itive opinionated documents, suggesting that, overadigtérs had
more positive opinions about the topics tackled by the tlyeses
of the track.

2.3 Results

The baseline and opinion-finding tasks are adhoc-likeedti
tasks. Therefore, the primary measure for evaluating ttreeval
performance of the participating groups is the mean avepage
cision (MAP). Other metrics used for the baseline and opinio
finding tasks are R-Precision (R-Prec), binary Prefereb&ee(),
and Precision at0 documents (P@10).

Table 4 provides the average best, median, and worst MAP and
P@10 measures for each topic, across all submitted 41 baseli
runs. Table 5 provides the same measures across all suthmitte
191 opinion-finding runs. Note that the medians are caledlat
using the “lower medians” and using only the submitted rwrs f
the given task In particular, it is of interest to note that the re-
trieval performances of the systems on the TREC 2006 topgrs w
markedly lower than those obtained on the TREC 2007 and TREC
2008 topics both in terms of topic-relevance and opiniodifig,

The TREC distributed opinion-finding medians for each topic
are computed over all runs (baselines + opinion-finding rives
191+41 = 232 runs). We consider that including the baselims r

in the computation of the medians would be inappropriat¢hese
baseline runs were not intended to retrieve opinionatedments.

In addition, when the number of runs is even (e.g. 232), TREC
computes the “upper median”.



using both the MAP and P@10 evaluation measures. This sug- 045

gests that the 2006 topics were slightly more difficult thaose _ Opinion-fingénsge un -
used in TREC 2007 and 2008. On the other hand, on average, the 04} E
performances of the participating groups on the TREC 207 to baselined %**“%
ics dataset were markedly higher than those reported |astfge 0.35 | T asenneéi
the same dataset [2]. However, it is unclear whether thisigstd .
the deployed systems having better retrieval approachesioten- osr N
sive training. Nevertheless, itis of note that the perfanoes of the < 025 1
participating groups on the unseen TREC 2008 queries wgtehi § ' +
than those observed in TREC 2007, while being overall compar 02 b
ble to the performances of the same (trained) systems onRET N +
2007 dataset. This might suggest that the TREC 2008 topgahar 0.15 | " . . g
easiest. Table 6 provides the average best, median, antMaR . +
and P@10 measures for each topic, across all 2006-2008(jl&@rs 01r b
topics), for all submitted 41 baseline and 191 opinion-figdiuns. .

In the following, to limit the influence of the training thatrse 0.05 Runs using a standard baseling

participating groups might have performed on the TREC 20@6 a

TREC 2007 topics, we only present the results correspontting  Figure 1: For each of the 130 opinion-finding task runs using a
the 50 TREC 2008 unseen queries. Table 7 shows the bestgcori  standard baseline, this figures shows the opinion-finding MR
baseline title-only automatic run for each group in termsogpfic- (denoted O-MAP) of the opinion-finding task run compared to
relevance MAP, and sorted in decreasing order. R-PrecfliRte the opinion-finding MAP of the corresponding baseline. Or-
P@10 measures are also reported. Table 8 shows the beshbasel dering is by baseline run performance then opinion-finding un
run from each group, in terms of topic-relevance MAP, regss! performance.

of the topic length used. All top ranked runs are title-onlps but

one.

The top ranked group, KLE, deployed a passage-based @dtriev
language modelling approach. Other groups, such as UAms and
UoGtr, used collection enrichment, by applying query exgam
on external news corpora. In addition, UAms’s run includeglise
of document priors based on credibility indicators suchpeslmg
and capitalisation. UoGtr’s run applied a Divergence FroamR
domness (DFR) term dependency model to boost documentgwher
query terms appear in close proximity. The UIC group used a
concept-based information retrieval system and phrasathe The
UniNE group merged two title-only runs based on a 2-Word iade
ing strategy: one run applies query expansion, while thersc
applies collection enrichment using Wikipedia. Tables @ &mlso
report the opinion-finding MAP measures for these baselims.r
It is of note that the overall rankings of the 41 baseline eyt
on either the opinion-finding or topic-relevance measuresvary
similar, as stressed by the obtained high correlation ajeffs,
namely Spearmans = 0.9934 and Kendall'sr = 0.9488.

In TREC 2008, the participating groups were encouraged to ap
ply their opinion-finding techniques on top of their own Hases,
as well as on as many of the provided five standard baselines a
possible. Table 9 shows the best-scoring opinion-finding fox
each group in terms of opinion-finding MAP, regardless ofithed
baseline and the query type. Other metrics reported arecRigton
(R-Prec), binary Preference (bPref), and PrecisidgdP @10). In
the table, we also compare the opinion-finding MAP perforogan
of the run to the opinion-finding MAP performance achievedtby
underlying topic-relevance baseline. A relative MAP irase in
performance indicates that the used opinion-finding femstuvere
useful. A relative MAP decrease in performance indicateg th
the deployed opinion-finding features did not help in retlgsee
column A MAP). It is interesting to note that the best two runs
used a system that does not clearly separate the topiaraev
and the opinion-finding components. Table 10 shows the best-
scoring opinion-finding run for each group in terms of opimio
finding MAP, when the group used one of its own submitted base-
line runs, regardless of the query type.

Tables 9 and 10 show that several groups managed to impreve th
opinion-finding performance of their underlying topiceeance base-

line. However, the improvements are rather slim, espscialien
the used topic-relevance baseline is strong enough (exgianns08-
nlolsp using the strongly performing baseline run uamsoganl
On the other hand, run DUTIR08BRun4, which led to the highest
improvement over the used baseline (31.60%), did not uskake
baseline submitted by the corresponding group (see Tal&ek0J.
Among the five provided standard baselines, baseline4 Kk
PsgFeedTD), which used title and description topics, hadith-
est topic-relevance and opinion-finding MAP on the 50 new TRE
2008 queries. Table 11 shows the median of the opinion-findin
runs using each of the standard baselines. According taeTabl
it is also the most frequently used one among the provided sta
dard baselines. Table 12 shows the best performing opifitoling
run from each group, if and when the corresponding systerd use
baseline4 as the baseline. In fact, putting apart those tws that
used a system that cannot separate the topic-relevanceamons
finding components, the top 4 best runs in Table 9 all usedibade
as their underlying baseline. This observation is furtmepbasised
in Figure 1. For each opinion-finding task run using a stathdar
sbaseline run, the figure shows how the opinion-finding MARbes
to the opinion-finding MAP of the corresponding baseline. im
deed, most of the top runs used baseline4. However, theealsy
some approaches which did not perform well using this baseli
Furthermore, we investigated the extent to which a giveniopk
finding technique improved the opinion-finding MAP of all the
provided standard baselines. The more an opinion-finding-te
nigue consistently improves the opinion-finding retriepairfor-
mance of the 5 provided baselines, the more likely that itfis e
fective. For a fair comparison of the opinion-finding teajues,
we only considered the groups who attempted their opiniodifig
techniques on all 5 provided standard baselines. Overhless of
runs using all five standard baselines were submitted by 8pgro
Table 13 shows the best opinion-finding approach from each of
the 8 groups, ranked by the mean of their relative improvemen
over the five standard baselines (see column M&aWAP). The
mean of the opinion-finding performance of the correspomdim
on the five standard baselines is also reported (see colunam Me
MAP). Table 13 shows that only three groups had opinion-figdi
approaches that seem to be effective across the five stabdsed



2006 (851-900) 2007 (901-950) 2008 (1001-1050)
MAP'r‘el P@lqel MAP()P P@lo)p MAP'r‘el P@loel MAPOP P@lo)p MAPr'el P@lqel MAPop P@]-Qp
median | 0.3152 0.6800 | 0.2080 0.4220 | 0.3973 0.7280 | 0.2940 0.4880 | 0.3529 0.6960 | 0.2890 0.5700
best 0.5049 0.9440 | 0.3664 0.7580 | 0.6498 0.9600 | 0.4991 0.8000 | 0.5994 0.9140 | 0.5002 0.8260
worst 0.0242 0.0480 | 0.0131 0.0260 | 0.0532 0.0780 | 0.0281 0.0220 | 0.0381 0.0780 | 0.0284 0.0520

Table 4: Baseline runs: Best, median, and worst topic-relence and opinion-finding MAP and P@10 measures of the 2008 pizi-

pating groups across the three topic sets.

2006 (851-900) 2007 (901-950) 2008 (1001-1050)
MAP,.., P@1Q. | MAP,, P@1Q, | MAP,.,, P@1Q. [ MAP,, P@I10Q, | MAP,.,, P@I1Q. | MAP,, P@1Q,
median | 0.3408 0.7620 | 0.2549 0.5360 | 0.4407 0.8220 | 0.3552 0.6060 | 0.3819 0.7140 | 0.3291 0.6100
best 0.5747 0.9860 | 0.6456 0.9580 | 0.6965 0.9840 | 0.7626 0.9480 | 0.6279 0.9400 | 0.5610 0.8980
worst 0.0598 0.0340 | 0.0459 0.0140 | 0.0482 0.0100 | 0.0322 0.0040 | 0.0405 0.0060 | 0.0330 0.0020

Table 5: Opinion-finding runs: Best, median, and worst topicrelevance and opinion-finding MAP and P@10 measures of the0D8

participating groups across the three topic sets.
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Figure 2: Scatter plot of opinion-finding MAP (O-MAP)
against topic-relevance MAP (T-MAP) for all of the 191 sub-
mitted opinion-finding task runs.

lines: UICIR Group, KLE and UoGtr. Interestingly, from Ta-
ble 13, we observe that Meah MAP and Mean MAP are cor-
related, indicating that those opinion-finding techniqudch on
average do best are also the most stable across all five sianda
baselines.

Finally, for the 191 submitted opinion-finding runs, we com-
puted the correlation between the opinion-finding MAP, anel t
topic-relevance MAP. The overall rankings of systems ot loqi-
nion-finding and topic-relevance measures are very singitastress-
ed by the obtained high correlations, namely, Spearmar0s9862
and Kendall'sr=0.9054. Figure 2 shows a scatter plot of opinion-
finding MAP against topic-relevance MAP, which confirms ttegt
correlation is very high. Overall, similar to previous ysaa good
performance on the opinion-finding task is strongly donedaby
a good performance on the underlying document retrievél tas

2.4 Participants Approaches

All the participating groups only indexed the permalinksnpm-
nent of the Blogs06 collection, with the exception of the TIRU
group, which experimented with two indices: one based on the
permalinks component of the Blogs06 collection and, for sub-
mitted runs only, with an index based on both the permalimd a
feeds components of the collection.

In terms of opinion-finding approaches, similar to the gaher
trend in TREC 2006 and 2007 [1, 2], most of the submitted runs
used a two-stage approach, where an initial set of releuatrmdt

necessarily opinionated documents are re-ranked by tahkiogc-
count various document opinion features. Only 12 runs othef
submitted 191 runs did not adopt this strategy, insteadogem a
system that does not separate the topic-relevance comipfsaen
the opinion-finding features.

We focus on those three opinion-finding approaches that were
consistently effective across the five provided baselireeshmwn
in Table 13. The approach uicoplbllr, deployed by URCGroup,
achieved the best average opinion-finding improvements tnee
five standard topic-relevance baselines (an average ob6%dliim-
provement). The UIAGR_Group’s opinion identification compo-
nent uses an SVM classifier to distinguish subjective tesdmf
objective texts, and determines whether each opinion irstie
jective text is related to the query. Its effectiveness ibagwed
by a concept abbreviation component, which attempts togreco
nize abbreviated query concepts in the vicinity of an opinidhe
approach B1PsgOpinAZN, from the KLE group, used a lexicon-
based approach. The opinion score of a given term is estimate
using SentiWordNet and the Amazon review data. The opinion-
ated level of a blog post is defined as the sum of opinion scores
of terms within the post. The scores are normalised to tate@ in
account the length of the blog post. The KLE group used the
Okapi’'s length normalisation component of BM25. Finallget
uogOP1PrintL opinion-finding approach, deployed by the oG
group, confirmed its effectiveness in the TREC Blog track 200
by improving the opinion-finding performance of the five pded
standard baselines by an average of 5.21%. Moreover, therUoG
group enhanced their TREC 2007 dictionary-based appro8ich [
by automatically building an internal opinion dictionampiin the
collection itself. This approach measures the opiniondiedrim-
inability of each term in the dictionary using an informatithe-
oretic divergence measure based on the relevance asséssfien
previous opinion-finding tasks. In addition, UoGtr expezimed
with a novel method to measure the informativeness of theyque
terms occurring in a close proximity to opinionated senésnc

3. POLARITY TASK

One of the conclusions from the TREC 2007 Blog track is that
the polarity detection task should be a more integral parthef
opinion-finding task [2]. In particular, instead of beingfided as
a classification task where the system merely identifies fiie-o
ion direction (positive, negative, or mixed) of a blog pdke task
has been redefined to simulate a user search scenario wlgere th
system would retrieve both the positive and negative opatied



Baseline runs Opinion-finding runs

MAP'r‘el P@loel MAPUP P@lo)p MAPr'el P@loel MAPop P@]-Qp

median| 0.3551 0.7013 | 0.2636 0.4933 | 0.3878 0.7660 | 0.3131 0.5840

best 0.5847  0.9393 | 0.4552  0.7947| 0.6330  0.9700 | 0.6564  0.9347

worst 0.0385 0.0680 | 0.0232 0.0333 | 0.0495 0.0167 | 0.0370 0.0067

Table 6: Baseline and opinion-finding runs over all 150 topis.
Topic-Relevance Opinion-Finding

Group Run MAP | R-prec| bPref | P@10| MRR | MAP | R-prec| bPref | P@10| MRR
KLE KLEPsgFeedT 0.4954| 0.5150| 0.5364| 0.7920| 0.9058 | 0.4052| 0.4366| 0.4314| 0.6440| 0.8184
UAms_De Rijke | uams08nlol 0.4644| 0.4867| 0.5034| 0.7620| 0.8892| 0.3797| 0.4176| 0.4117| 0.6620| 0.8052
UIC_IR_Group | uicirnoa 0.4403| 0.4804| 0.5062| 0.7700| 0.8667 | 0.3438| 0.3956| 0.3929| 0.5880| 0.7480
UniNE UniNEBIlog2 0.4283| 0.4551| 0.4659| 0.6580| 0.8482| 0.3537| 0.3781| 0.3676| 0.5620| 0.7963
UoGtr uogBLProxCE 0.4219| 0.4548| 0.4481| 0.7060| 0.8228| 0.3531| 0.3840| 0.3646| 0.6100| 0.7723
THUIR THUrelTwpmf 0.4067 | 0.4565| 0.4625| 0.6940| 0.8263| 0.3313| 0.3942| 0.3749| 0.5900| 0.7487
BUPT_pris_ prisba 0.4065| 0.4506| 0.4561| 0.6780| 0.8290| 0.3346| 0.3876| 0.3684 | 0.5580| 0.7456
DUTIR DUTO08BRunl1 0.3617| 0.4188| 0.4345| 0.6540| 0.7633| 0.2974| 0.3586| 0.3598| 0.5420| 0.7204
iitkgp IITKGPNOSPAM | 0.3598 | 0.4090| 0.4394| 0.7400| 0.8817| 0.2988| 0.3664 | 0.3642| 0.5720| 0.7955
IU-SLIS wdogsBase 0.3431| 0.3918| 0.4001| 0.7280| 0.8636| 0.2818| 0.3367| 0.3215| 0.5900| 0.7551
UWaterlooEng | UWBase2 0.3309| 0.3824| 0.3875| 0.6380| 0.8127| 0.2753| 0.3391| 0.3249| 0.5160| 0.7254
aic-dcu DCUCDVPtbI 0.3303| 0.3671| 0.3601| 0.6520| 0.7783| 0.2875| 0.3280| 0.3089| 0.5560| 0.7066
uluc UIUCbO8uwTtl 0.3240| 0.3766| 0.3771| 0.6800| 0.8223| 0.2723| 0.3336| 0.3133| 0.5540| 0.7777
fub FlUbasePL2c9 0.3199| 0.3738| 0.3601| 0.6120| 0.7351| 0.2659| 0.3206| 0.2915| 0.5020| 0.6862
UTD_SLP.Lab | SpiBaseT 0.3077| 0.3688| 0.3706| 0.5960| 0.7152| 0.2473| 0.3195| 0.3012| 0.4760| 0.6569
KobeU-Seki ku 0.3035| 0.3602| 0.3531| 0.5820| 0.7053| 0.2475| 0.3051| 0.2806| 0.4960| 0.6585
KU kunlpKLtt 0.2791| 0.3568| 0.3487| 0.5700| 0.7784 | 0.2263| 0.3042| 0.2815| 0.4520| 0.6955
usl run0 0.2567| 0.3363| 0.3289| 0.4020| 0.5472| 0.2048| 0.2604 | 0.2523| 0.3060| 0.4605
feup.irlab feupB 0.2518| 0.3190| 0.3243| 0.5800| 0.7133| 0.2006 | 0.2660| 0.2573| 0.4360| 0.5745
york york08bh2 0.2074| 0.2923| 0.2863| 0.5540| 0.7954 | 0.1700| 0.2489| 0.2343| 0.4520| 0.7308

Table 7: Baseline task: Topic-Relevance and Opinion-Findig - Title only - using the TREC 2008 new topics. All runs are atomatic.

documents, categorised in the user dishlavaluation can then
be carried out in a more straightforward adhoc documenitingn
manner (e.g., using MAP).

3.1 Topics and Assessment

The polarity task shared the same topics as the opinionAfindi
task. The participating groups were also asked to use altd&s:

Baseline | Number of submitted rung
baselinel 10
baseline2 11
baseline3 11
baseline4 16
baseline5 11
Total 59

the 50 new topics, as well as the 100 queries from the TREC 2006 Table 14: Breakdown of the submitted polarity runs using one

and TREC 2007 opinion-finding tasks. In particular, for etagic,
a participating system should retrieve and rank all thetp@sopin-
ionated documents. Then, for each topic, the system shetridwe
and rank all the negative opinionated documents. To mirmrttie
number of submitted run files, the groups were asked to cenasg
the two runs together in one run file, separated by a blank \ivee
also required that mixed opinionated documents, i.e. decisn
containing both positive and negative opinions, shouldoedtsted
in the positive (resp. negative) rankings of retrieved doeants.
The polarity runs were assessed using the same pool dedérnibe
Section 2.2.

3.2 Results and Main Approaches

In a similar vein to the opinion-finding task, the groups weee-
mitted to submit up to 2 runs to the polarity task, using tiogin
previously submitted baseline runs. A compulsory autoertite-
only run was required. In addition, they could submit up ta@s
using each of the five provided standard topic-relevancelires

of the provided five standard baselines.

16 groups. Of these runs, 59 used one of the five standard pro-
vided baselines, 5 runs had N/A for the baseline (i.e. adhgir
system did not necessarily separate topic-relevance froliarify
detection), and the remaining 23 runs used a baseline run fro
the corresponding group. For the 59 runs using one of the stan
dard baselines, Table 14 shows the breakdown of runs petastin
baseline. Similar to the opinion-finding task, baselinellichr has
the highest topic-relevance effectiveness among the geadviive
standard baselines, was the most frequently used providse-b
line. All the submitted runs were automatic runs. For thevjghed
topics, each submitted run consisted of the top 1000 retrigwos-
itive opinionated permalink documents for each topic,dekd by
the top 1000 retrieved negative opinionated permalink dwmits
for each topic.

First, we assessed the effectiveness of the 41 submittest bas

(see Table 1). As a consequence, each group could submit up tdines in finding positive (pos) and negative (neg) polarisgth-

12 polarity runs. TREC received a total of 87 polarity runsnfr

2The Opinmind.com search engine used to do this.

ions. Moreover, to have an overall retrieval performanaeefach
run, we compute the mean of the positive and negative measure
for each run, denoted Mix (e.g. Mix MAP). Table 15 provides



Topic-Relevance Opinion-Finding
Group Run Fields| MAP | R-prec| bPref | P@10| MRR | MAP | R-prec| bPref | P@10| MRR
KLE KLEPsgFeedT T 0.4954 | 0.5150| 0.5364 | 0.7920| 0.9058| 0.4052 | 0.4366 | 0.4314| 0.6440| 0.8184
UAms_De Rijke | uams08nlol T 0.4644| 0.4867| 0.5034| 0.7620| 0.8892| 0.3797| 0.4176| 0.4117| 0.6620| 0.8052
UIC_IR_Group | uicirnoa T 0.4403 | 0.4804| 0.5062| 0.7700| 0.8667| 0.3438| 0.3956 | 0.3929| 0.5880| 0.7480
UniNE UniNEBIog1 TD 0.4344| 0.4608| 0.4662| 0.6440| 0.8199| 0.3565| 0.3887| 0.3677| 0.5540| 0.7605
UoGtr uogBLProxCE T 0.4219| 0.4548| 0.4481| 0.7060 | 0.8228| 0.3531| 0.3840| 0.3646| 0.6100| 0.7723
THUIR THUrelTwpmf T 0.4067 | 0.4565| 0.4625| 0.6940 | 0.8263| 0.3313| 0.3942| 0.3749| 0.5900| 0.7487
BUPT_pris_ prishba T 0.4065| 0.4506| 0.4561| 0.6780| 0.8290| 0.3346| 0.3876| 0.3684 | 0.5580| 0.7456
DUTIR DUTO08BRun1 T 0.3617| 0.4188| 0.4345| 0.6540| 0.7633| 0.2974| 0.3586 | 0.3598| 0.5420| 0.7204
iitkgp IITKGPNOSPAM | T 0.3598 | 0.4090| 0.4394| 0.7400| 0.8817| 0.2988| 0.3664 | 0.3642| 0.5720| 0.7955
IU-SLIS wdogsBase T 0.3431| 0.3918| 0.4001| 0.7280| 0.8636| 0.2818| 0.3367 | 0.3215| 0.5900| 0.7551
UWaterlooEng | UWBase2 T 0.3309 | 0.3824| 0.3875| 0.6380| 0.8127| 0.2753| 0.3391| 0.3249| 0.5160| 0.7254
aic-dcu DCUCDVPtbl T 0.3303| 0.3671| 0.3601| 0.6520| 0.7783| 0.2875| 0.3280| 0.3089| 0.5560| 0.7066
UTD SLPLab | SpiBaseTD TD 0.3298| 0.3751| 0.3787| 0.6380| 0.7423| 0.2682| 0.3305| 0.3133| 0.5200| 0.6618
uluC UIUCDbO8uwTtl T 0.3240| 0.3766| 0.3771| 0.6800| 0.8223| 0.2723| 0.3336| 0.3133| 0.5540| 0.7777
fub FlUbasePL2c9 T 0.3199| 0.3738| 0.3601| 0.6120| 0.7351| 0.2659| 0.3206 | 0.2915| 0.5020| 0.6862
KobeU-Seki ku T 0.3035| 0.3602| 0.3531| 0.5820| 0.7053| 0.2475| 0.3051 | 0.2806| 0.4960| 0.6585
KU kunlpKLtt T 0.2791| 0.3568| 0.3487| 0.5700| 0.7784| 0.2263| 0.3042| 0.2815| 0.4520| 0.6955
usl run0 T 0.2567 | 0.3363| 0.3289| 0.4020| 0.5472| 0.2048| 0.2604 | 0.2523| 0.3060 | 0.4605
feup.irlab feupB T 0.2518| 0.3190| 0.3243| 0.5800| 0.7133| 0.2006 | 0.2660| 0.2573| 0.4360| 0.5745
york york08bb2 T 0.2074| 0.2923| 0.2863| 0.5540| 0.7954| 0.1700| 0.2489| 0.2343| 0.4520| 0.7308

Table 8: Baseline task: Topic-Relevance and Opinion-Findaig using the TREC 2008 new topics. All runs are automatic.

Group Run Fields | Baseline MAP | AMAP | R-prec| bPref | P@10| MRR
KLE KLEDocOpinT T N/A 0.4569 N/A 0.4797| 0.4791| 0.7200| 0.8503
IU-SLIS top3dtlmRd T N/A 0.4335| N/A 0.4618| 0.4428| 0.6780| 0.8483
aic-dcu DCUCDVPgoo | TD baseline4 0.4155| 8.71% | 0.4479| 0.4411| 0.6800( 0.8218
UIC_IR_Group | uicop2bl4r T baseline4 0.4067| 6.41% | 0.4527| 0.4338| 0.6160| 0.7528
fub FIUBL4ADFR T baseline4 0.4006| 4.81% | 0.4447| 0.4281| 0.6240| 0.8097
UoGtr uogOP4intL T baseline4 0.3964| 3.72% | 0.4370| 0.4236| 0.6400| 0.8137
DUTIR DUTIRO8Run4 | T DUTO08BRun2 | 0.3902| 31.60% | 0.4257| 0.4191| 0.6620| 0.8082
UTD_SLP.Lab NOpMM47 TD baseline4 0.3844| 0.58% | 0.4258| 0.4158| 0.6300( 0.7908
UAms.De Rijke | uams08nlolsp | T uams08nlol 0.3823| 0.68% | 0.4204| 0.4139| 0.6580| 0.8052
THUIR THUopnTmMfRmf | T THUrelTwpmf | 0.3522| 6.31% | 0.4104| 0.3902| 0.6320| 0.7347
UniNE UniNEopZ1 TD UniNEBIlog1l 0.3418| -4.12% | 0.3961| 0.3661| 0.5840| 0.7859
UWaterlooEng | UWnb4Op T baseline4 0.3381| -11.54%| 0.3718| 0.3613| 0.6060| 0.8231
BUPT_pris_ prisoal T prisba 0.3344| -0.06% | 0.3868| 0.3679| 0.5560| 0.7539
usl opinlkl T baselinel 0.3122| -3.61% | 0.3584| 0.3390| 0.5460| 0.7062
iitkgp KGPPOS1 TD IITKGPTITLEL | 0.3005| 2.39% | 0.3735| 0.3633| 0.6260| 0.8024
KobeU-Seki kuo T ku 0.2704| 9.25% | 0.3259| 0.2978| 0.5380| 0.7058
york yorkO8bola T baselinel 0.2600| -19.73%| 0.3160| 0.3033| 0.3960| 0.4817
SUNY_Buffalo UBopl TD N/A 0.1872 N/A 0.2184 | 0.2259| 0.3140| 0.4051
KU kunlpKLttOc T kunlpKLtt 0.1752| -22.58% | 0.2609 | 0.2386| 0.5200| 0.7390

Table 9: Opinion-Finding task: Any baseline, any topic fields, using the TREC 2008 new topics. Ranked by (opinion-findingMAP.
N/A denotes a run by a system that cannot separate the topietevance and opinion-finding components. All runs are autoitic.
A MAP denotes the percentage increase in opinion-finding MAPHat the opinion-finding run achieved over the opinion-finding MAP
of the corresponding baseline run.



Group Run Fields | Baseline MAP | AMAP | R-prec| bPref | P@10| MRR

DUTIR DUTIRO8Run4 | T DUTO08BRun2 | 0.3902| 31.60% | 0.4257| 0.4191| 0.6620| 0.8082
UAms De Rijke | uams08nlolsp | T uams08nlol 0.3823| 0.68% | 0.4204| 0.4139| 0.6580| 0.8052
UoGtr uogOPb2ofL T uogBLProxCE | 0.3709| 5.04% | 0.4049| 0.3824| 0.6380| 0.8114
THUIR THUopnTmfRmf| T THUrelTwpmf | 0.3522| 6.31% | 0.4104| 0.3902| 0.6320| 0.7347
UniNE UniNEopZ1 TD UniNEBIlog1 0.3418| -4.12% | 0.3961| 0.3661| 0.5840| 0.7859
BUPT_pris_ prisoal T prisba 0.3344| -0.06% | 0.3868| 0.3679| 0.5560| 0.7539
aic-dcu DCUCDVPtol T DCUCDVPtbl | 0.3299| 14.75% | 0.3679| 0.3553| 0.6360| 0.7689
IU-SLIS wdgfdtlmRd TDN | wdoglnvN 0.3127| 13.38% | 0.3702| 0.3518| 0.6200| 0.8035
iitkgp KGPPOS1 TD IITKGPTITLEL | 0.3005| 2.39% | 0.3735| 0.3633| 0.6260| 0.8024
fub FIUPL2cODFR | T FlUbasePL2c9 | 0.2951| 10.98% | 0.3507 | 0.3161| 0.5640| 0.7288
UWaterlooEng | UWopinion2 T UWBase2 0.2892| 5.05% | 0.3361| 0.3222| 0.5840| 0.7832
KobeU-Seki kuo T ku 0.2704| 9.25% | 0.3259| 0.2978| 0.5380| 0.7058
KU kunlpKLttOc T kunlpKLtt 0.1752| -22.58% | 0.2609 | 0.2386| 0.5200| 0.7390
usl opinOkI T run0 0.1484| -27.54%| 0.1868| 0.1736| 0.2660| 0.3757

Table 10: Opinion-Finding task: Own baseline, any topic fiells, using the TREC 2008 new topics. Ranked by MAP. All runs are
automatic.

baselinel| baseline2| baseline3| baseline4| baseline5 improvement
Baseline 0.3239 0.2639 0.3564 0.3822 0.2988 mean| stdev
TREC median| 0.3493 0.2705 0.3705 0.3846 0.3010 [ +0.76% | 0.73%

Table 11: Median opinion MAP over each of the 5 standard basé@les and median average improvement for the TREC 2008 topics

Group Run Fields| MAP | A MAP
KLE B4PsgOpinAZN| T 0.4189| 9.60%
aic-dcu DCUCDVPgoo | TD 0.4155| 8.71%
UIC_IR_Group | uicop2bl4r T 0.4067| 6.41%
IU-SLIS b4dtimRd T 0.4023| 5.26%
fub FIUBL4DFR T 0.4006| 4.81%
UoGtr uogOP4intL T 0.3964| 3.72%
UTD_SLPLab | NOpMM47 TD 0.3844| 0.58%
UWaterlooEng | UWnb4Op T 0.3381| -11.54%
iitkgp KGPBASE4 T 0.2852 | -25.38%
UAms De Rijke | uams08b4pr T 0.1369 | -64.18%
UniNE UniNEopLRb4 0.2341 | -38.75%

Table 12: Opinion-Finding task:
finding MAP. Ranked by A MAP,
are automatic.

Results for runs using stamlard baseline4, which has the highest topic-relevance ancpbmion-
using the TREC 2008 new topics. No topic fields were spdigd for run UniNEopLRb4. All runs

. MAP A MAP

Group Approach of Fields Mean - Mean -

UIC_IR_Group | uicoplblir T 0.3614 0.04| 11.76% 6.93%
KLE B1PsgOpinAZN| T 0.3565 0.05| 9.67% 0.77%
UoGtr uogOP1PrintL | T 0.3412 0.04| 5.21% 5.10%
UTD_SLPLab | NOpMM107 TD 0.3273 0.04| 0.76% 0.73%
UWaterlooEng | UWnb1Op T 0.3215 0.02| -0.14% 7.86%
fub FIUBL1DFR T 0.2938 0.13| -11.16% 35.62%
UniNE UniNEopLRbl | T 0.2118 0.02| -34.60% 2.31%
UAms De Rijke | uams08blpr T 0.1378 0.03| -57.41% 8.02%

Table 13: Opinion-Finding task: Results for runs using all 5standard baselines, ranked by Meam\ MAP, using the TREC 2008 new
topics. o denotes the standard deviation. All runs are automatic.



the average best, median, and worst MAP and P@10 measuresstraightforward extension to their opinion-finding apmbes. In-

for each topic, across all submitted 41 baseline runs. Itiquar
lar, we observed that the retrieval performance of the systen
the TREC 2007 topics was markedly higher than those obtained
the TREC 2006 and TREC 2008 topics when searching for pesitiv

deed, similar to opinion-finding retrieval, the KLE systemiau-
lated a positive/negative score of a blog post using the Am&ze-
view data, while the UoGtr group extended their dictionbased
approach to weight terms according to their positive (respga-

opinionated documents, using both MAP and P@10. In contrast tive) opinionated discriminability.

the retrieval performance of the systems on the TREC 200840p

Finally, for the 87 submitted polarity runs, we computeddbe

was higher than those obtained on the TREC 2006 and TREC 2007relation between the polarity MAP and the topic-relevanc&PM

topics when searching for negative opinionated documesitsgu

Since for each polarity run there is a positive or a negatavwe, pve

both MAP and P@10 evaluation measures. Overall, there is no correlated using the appropriate run’s part (e.g. we cateel neg-

clear evidence that the three topic sets have differentdlffi lev-
els. Table 16 provides the average best, median, and wor§t MA
and P@10 measures for each topic across all 87 submittedtpola

ative AP, calculated on the negative MAP run with topic ratee
AP, calculated on the negative part of the run). In terms af-fin
ing positive opinionated blog posts, the overall rankingsystems

runs. The TREC 2007 topic set appeared to be the easiestefor th are very similar (Spearman;s=0.9144 and Kendall's=0.7856).

retrieval of positive opinionated documents, while thee¢htopic
sets showed the same level of difficulty when searching fgr ne
ative opinionated documents. Table 17 provides the avdrage

A similar high correlation is also observed for negative nipi-
finding (Spearman’=0.9341 and Kendall's=0.7909). This sug-
gests that the effectiveness of polarity retrieval is sitprdepen-

median, and worst MAP and P@10 measures for each topic,sacros dent on the topic-relevance effectiveness.

all 2006-2008 years (150 topics), for all submitted 41 hiasednd
87 polarity runs.

Similar to the opinion-finding task, to avoid any bias tovwsaoid
topics, in the following, we focus on the performances ofshb-

mitted 87 polarity runs on the 50 new TREC 2008 unseen queries

Using MAP, each run is evaluated in terms of its ability tokan
positive (resp. negative) opinionated permalinks highgiruthe
ranking. In order to have an overall performance for each wm

4. BLOG DISTILLATION TASK

4.1 Task and Topics

The blog distillation task was first introduced in TREC 20@7J. [
It addresses a search scenario where the user aims to findja blo
to follow or read in their RSS reader. This blog shouldgbinci-

compute the mean of the positive and negative MAPs of each run Pally devoted to topic X' over the timespan of the collection. For

(denoted Mix MAP), and rank them accordingly. Regardleshef
used baseline and the query type, Table 18 shows the begtegco
polarity run for each group in terms of the mean of the positiv
and negative opinion-finding MAPs of each run (i.e. Mix MAP),
sorted in decreasing order. The P@10 measure is also rdporte
When applicable, the table also compares the Mix MAP of time ru
to the Mix MAP achieved by its underlying topic-relevancesda
line (denoted MixA MAP in the table). A relative increase in per-
formance indicates that the used polarity detection festuere
useful. However, in most cases, we observe a relative deeriea
performance, suggesting that most of the deployed poléeitiz-
nigues by the participating groups were not successful.uailt,
this is also apparent from Tables 15 and 16 where, on avetiage,
submitted baseline systems achieved a higher polaritgtéfémess
than the submitted polarity runs. Table 19 shows the besirsg
polarity run for each group in terms of Mix MAP, when the group
used one of its own submitted baseline runs, regardles&afubry
type. We observe the same trends, namely that most of thiepart
ipating systems did not improve the polarity finding effeetiess
of the underlying baselines. Overall, we conclude that Isinto
TREC 2007 [2], the polarity search task appears to be a ciudle
to most participating systems.

Similar to the analysis performed in Section 2.3, to see thetm
effective and stable polarity opinion detection techngjuee inves-
tigated the extent to which a given polarity opinion findirgh-
nigue improved the polarity finding MAP of all the five provitie
standard baselines. Overall, 10 sets of runs using all fasedstrd

example, Google’s RSS reader provides an integrated blagise
tool to allow users to easily find new blogs of interest. Ualtke
blog post search tasks, the blog distillation task aims né& tdogs
(aggregates of blog posts) instead of permalink documents.

Like in TREC 2007, the topics were contributed and judged by
the participating groups. However, the topic creation glirets
given to the participating groups have been tightened udedd,
based on experience from TREC 2007, the participating group
were explicitly asked to avoid topics that are too generéth oo
many relevant documents (e.g. Linux), or topics with terapas-
pects, i.e. topics likely to be of interest only in a specificipd of
time (Christmas). Each participating group was asked tdritmrie
6 topics, along with some relevant blogs. Similar to TREC700
to help the participating groups in creating their topits brgan-
isers have provided a standard search system for docume it o
Blogs06 collection using the Terrier search engine [4],clhalso
displays the blogs for each document, as well as all the deatsn
for a given blog. Overall, 11 participating groups sent altof 66
topics. From each group, TREC selected 4 or 5 topics to forata s
of 50 new topics.

4.2 Assessments

Relevance judgements were conducted by 11 participatmgpgt
using a slightimprovement of the TREC Blog track 2007's camm
nity judgements system interface [2, 5]. In particular, éissessors
were asked to mark splogs (spam blogs), and to differentiate
tween relevant and highly relevant blogs. This allows the of

baselines were submitted by 8 groups. Table 20 shows the me-measures such as nDCG, and to have a better analysis of the blo

dian of their improvements over each standard baselinele 2b
shows the best polarity approach from each of the 8 groupkerh
by the mean of their relative improvements over the five shathd
baselines, taking into account both their positive and tieg@o-
larity opinion retrieval (see column Mean Mix MAP). Only the
approach by the KLE group had on average improved the pplarit
performance of the five provided runs, followed by the apphoa
by the UoGtr group, albeit to some less extent. Both groups as

distillation task’s relevance assessments. As a consequéne
guidelines instructed to the assessors of each partingpatioup
were to read the query and its narrative, and to judge eachiblo
the provided pool. Relevance judgements were made on a four-
point scale:

Spam: This is a spam blog (splog).

Not relevant: | would definitely not subscribe to this feed.



2006 (851-900) 2007 (901-950) 2008 (1001-1050)
MAPpos MAPneg MAPmiw MAPpos MAPneg MAPmiw MAPpos MAP'rLeg MAPmiw
median|{ 0.0733 0.0618 0.0690 | 0.1627 0.0605 0.1137 | 0.1070 0.1031 0.1064
best 0.1589 0.1556 0.1429 | 0.3024 0.1476 0.2063 | 0.2487 0.1996 0.2070
worst 0.0062 0.0053 0.0067 0.0220 0.0032 0.0143 0.0149 0.0082 0.0133
P@lq)os P@lozeg P@]-Qni:c P@lqms P@lozeg P@]-Qni:c P@lqms P@lozeg P@]-Qni:c
median| 0.1220 0.0820 0.1110 | 0.2200 0.0580 0.1490 | 0.1520 0.1380 0.1550
best 0.3480 0.2860 0.2610 | 0.4760 0.2520 0.3120 | 0.3980 0.3140 0.3040
worst 0.0000 0.0020 0.0030 | 0.0120 0.0000 0.0080 | 0.0080 0.0080 0.0140

Table 15: Baseline runs: Best, median and worst positive, mative,
groups across the three topic sets.

and mixed MAP and P@10 measures of the 2008 particigiag

2006 (851-900) 2007 (901-950) 2008 (1001-1050)
MAP,.. MAP,., MAP,.., | MAP,.: MAP,., MAP,.., | MAP,.. MAP,.., MAP, ..
median| 0.0796 0.0638 0.0751 0.1734 0.0628 0.1241 0.0899 0.0678 0.0808
best 0.3890 0.5178 0.4019 | 0.5405 0.5332 0.4763 | 0.2723 0.2365 0.2297
worst 0.0033 0.0013 0.0033 | 0.0025 0.0007 0.0030 | 0.0027 0.0014 0.0030
P@lq)oa P@loLeg P@lorzu P@lq)oa P@loLeg P@lorzu P@lq)oa P@loLeg P@lorzu
median| 0.1640 0.1260 0.1530 | 0.2740 0.1120 0.2000 | 0.1640 0.1300 0.1550
best 0.7120 0.7460 0.6190 | 0.7940 0.6200 0.6160 | 0.4940 0.4060 0.4030
worst 0.0000 0.0020 0.0010 | 0.0000 0.0000 0.0010 | 0.0020 0.0000 0.0020

Table 16: Polarity runs: Best, median and worst positive, ngative, and mixed MAP and P@10 measures of the 2008 particigiag

groups across the three topic sets.

Relevance Scale Level | Nbr. of Documents|  Avg.
Highly Relevant 2 792 | 15.84
Relevant 1 1151 | 23.02
Not Relevant 0 13979 | 279.58
Spam -1 2080 41.6
Total - 18002 | 360.04

Table 22: Blog distillation task: Distribution of relevance levels
in the pool.

Relevant: This contains enough on-topic posts such that | would
probably subscribe to itin my RSS reader.

Highly relevant: | would definitely subscribe to this blog for that
topic.

4.3 Results

Participants were allowed to submit up to 4 runs, including a
compulsory automatic title-only run. Each run had blogskezh
by their likelihood of having a principal (recurring) ingst in the
topic. Given the number of blogs in the collection (just 060k
blogs), each run consisted of up to 100 returned blogs foh eac
topic. Overall, 43 runs were submitted by 12 participatinoups®.

All of the submitted runs were automatic. A pool was then fedn
by NIST including the top 50 documents from two runs per garti
ipant. Table 22 shows the distribution of relevance levetsss all
topics. On average, each topic had about 16 highly relevagsb
which are principally devoted to the topic of the query.

Figure 3 shows the distribution of the number of blogs in thelp
for the different relevance levels per topic. The topics@dered
by the descending sum of their corresponding relevant aglalyhi
relevant documents. The general topics appear early inrdqghg
while those with very few relevant documents appear latéherxt
axis. Considering the presence of spam in the pool, we note so

20One group who participated in the topics creation and assess
ments, UCSC, did not submit runs, while two groups submitted
runs but did not participate in the topics creation and @hee as-
sessments phases, namely, KLE and IITKGP.

nDCG | MAP | MRR
Best 0.6600| 0.4379| 0.9583
Median | 0.4492| 0.2239| 0.7213

Table 23: Best, median and worst nDCG, MAP & MRR mea-
sures for the 43 submitted runs to the blog distillation task

variance in the number of returned splogs across the 50 aged t
ics. For example, some topics had more than 118 spam bloge in t
pool (e.g. “subprime lending” (1058), “celebrity babie40{8), or
“3d cities globes” (1086)), while others had very little cespond-
ing spam in the pool (e.g. “road cycling” (1077), “jazz” ()6

or “Hubei” (1095)). We also note that there appears to be some
variance in the number of relevant blogs across the 50 uged to
ics. Indeed, some topics had very little relevant blogs nbol
(e.g. “beach volleyball” (1062) had only two relevant bleagsl no
highly relevant ones), while others had a high number ofveie
and highly relevant blogs (e.g. topic “Firefox” (1059), whihad
40 relevant blogs and 116 highly relevant ones). Other toffiat
had over 100 relevant and highly relevant blogs are topiosKing
recipes” (1053) and “SEQ” (1060). Such large numbers ofveeie
blogs were observed even after tightening up the topicstiorea
guidelines provided to the participating groups, so as &zxigely
avoid such a situation.

The blog distillation task is a precision-oriented seaaskiwhere
systems that retrieve the highly relevant documents sHzifdvour-
ed. Therefore, in evaluating the runs, we report the nDCQuava
tion measure, which takes into account the graded relevanets.
We also report the classical retrieval measures such as MAP a
precision at fixed ranks. Table 23 provides the average bebt a
median nDCG, MAP, and MRR measures for each topic, across all
43 submitted runs.

Table 24 shows the best-scoring automatic title-only rmifr
each participating group in terms of nDCG, and sorted in efEsr
ing order. MAP(2) denotes the MAP of the run, when only the
judged highly relevant blogs are considered to be releviatile 25
shows the best run from each group, regardless of the topgtHe
used. Note that most of the 43 submitted runs were title-ounig.



Baseline runs Polarity runs

MAP,os  MAPnreg  MAP,iz | MAPos  MAPney  MAP,:
median| 0.1143 0.0751 0.0964 | 0.1143 0.0648 0.0933
best 0.2367 0.1676 0.1854 | 0.4006 0.4292 0.3693
worst 0.0144 0.0055 0.0114 | 0.0028 0.0011 0.0031

P@lQms P@lowg P@loniz P@lQms P@lowg P@loniz
median | 0.1647 0.0927 0.1383 | 0.2007 0.1227 0.1693
best 0.4073 0.2840 0.2923 | 0.6667 0.5907 0.5460
worst 0.0067 0.0033 0.0083 | 0.0007 0.0007 0.0013

Table 17: Best, median, worst of baseline and polarity runser all 150 topics.

. . Mix Positive Negative
Group Run Fields | Baseline MAP | AMAP | P@10| MAP | AMAP | P@10| MAP | AMAP | P@10
IU-SLIS top3dtimP5 T N/A 0.1677] N/A | 02170| 0.1752] N/A | 02040| 0.1601] N/A | 0.2300
KLE KLEPolarity T N/A 0.1662| N/A | 0.2020| 0.1828| N/A | 0.2360| 0.1496| N/A | 0.1680
aic-dcu DCUCDVPgpo | TD | baseline4 0.1547| 9.70% | 0.1900| 0.1612| 5.22% | 0.2000| 0.1483| 15.14% | 0.1800
KobeU-Seki | kup4 T baseline4 0.1448| 2.68% | 0.1820| 0.1566| 2.22% | 0.1980| 0.1329| 3.18% | 0.1660
THUIR THUpOITMfPNR | T THUrelTwpmf | 0.1353| 7.16% | 0.1870| 0.1289| 6.27% | 0.1880| 0.1417| 7.92% | 0.1860
UoGtr uogPL41 T baseline4 0.1348| -4.41% | 0.1640| 0.1394| -9.01% | 0.1700| 0.1301| 1.01% | 0.1580
UWaterlooEng | UWnb1Pol T baselinel 0.1278| 0.71% | 0.1780| 0.1430| 4.84% | 0.2040| 0.1126| -4.17% | 0.1520
iitkgp KGPPOL1 T IITKGPTITLEL | 0.1139| -6.15% | 0.1990| 0.1304| -1.95% | 0.2300| 0.0975| -11.12% | 0.1680
UTD.SLP.Lab | NTrMM47P TD | baseline4 0.1129| -19.94% | 0.2130| 0.1323 | -13.64% | 0.2220| 0.0934| -27.48% | 0.2040
UIC_IR_Group | uicpolrunl T N/A 0.1099| N/A | 0.2400| 0.1594| N/A | 0.3000| 0.0604| N/A | 0.1800
UniNE UniNEpolLRL | TD | UniNEBlogl | 0.0775| -41.33% | 0.1780| 0.0882 | -35.90% | 0.2000| 0.0667 | -47.31% | 0.1560
fub FIUPBL3DFR | T baseline3 0.0723| -45.26% | 0.1610| 0.0618 | -55.09% | 0.1760| 0.0828 | -34.60% | 0.1460
SUNY_Buffalo | UBpoll T N/A 0.0661| N/A | 0.0820| 0.0752| N/A | 0.1080| 0.0570| N/A | 0.0560
tno tnobasel D baselinel 0.0449 | -64.62% | 0.0990 | 0.0544 | -60.12% | 0.1360| 0.0353| -69.96% | 0.0620
KU kunlpKLttPs T kunlpKLtt 0.0416 | -54.39% | 0.1560 | 0.0542 | -38.34% | 0.1900| 0.0291 | -69.21% | 0.1220
DUTIR DUTIR08Run2P | T DUTO08BRuNn2 | 0.0301| -73.43% | 0.1500| 0.0352 | -72.28% | 0.1840| 0.0250 | -74.87% | 0.1160

Table 18: Polarity task: Any baseline, any topic fields, usig the TREC 2008 new topics. Ranked by Mix MAP.

Indeed, there were 36 submitted runs using the title-onld,fig
submitted runs using the title, description and narratigkl§, and

4 submitted runs using the title and description fields. Haxe
Table 25 shows that 3 out of the top 5 runs used more than tae tit
field of the topics.

The overall rankings of systems using either the nDCG or the
MAP measures were very similar. Indeed, we observed a very
high Spearman’s correlation @f = 0.9807 for the 43 submitted
runs (Kendall'sT distance leads to a similar high correlation of
7 = 0.8936). If only the highly relevant documents are considered
in ranking the systems (i.e. systems are ranked by MAP(&¢n t
the ranking of systems is very similar to the one obtainedgisi
both relevant and highly relevant documents (i.e. using Mad-
sure): p = 0.9461, 7 = 0.7984 for the 43 submitted runs. This
suggests that the ranking of systems are almost identicatheh
using nDCG, MAP or MAP(2) [7].

4.4 Participants Approaches

Almost all groups indexed only the permalinks componenhef t
Blogs06 collection. The only exceptions are the CMU and DRITI
groups who indexed both blogs and permalinks components, an
the WHU group who experimented with two indexes: one based on
feeds only and one based on the permalinks component only.

In terms of retrieval approaches, we noted an interestiegatr
namely the use of expert search techniques to rank blogsidéae
first proposed by the University of Glasgow in TREC 2007 [8],
was used by three groups in TREC 2008: UAms, UoGtr and USI.
Both UoGtr and USI use the Voting Model to rank blogs [8]. Us-
ing an expert search approach, the UAms group explored the us
of various external corpora to improve the effectivenessary
expansion. They also used several blog characteristi¢ts asithe
number of comments, post length, or the posting time to esém
the strength of association between a post and a blog. I&jdirtim

their Voting Model for blog search, the UoGtr group added m€o
ponent with a focus on a balanced and neutral retrieval thed dot
favour prolific bloggers. They also investigated the use fefzdure
which ascertains if the retrieved posts in a given blog famd are
spread across the timespan of the Blogs06 collection. Tée il
to model the notion of recurring interests. Finally, to het enrich
the topics, UoGtr employed a collection enrichment techejas-
ing the Wikipedia corpora. They observed that while eacheirt
deployed techniques improved the effectiveness of theieloze
run, the latter had an only average retrieval effectiven&ssally,

on top of an expert search approach used as a baseline, the USI
group tested the use of structure-based evidence besidestin

a Rank Learning approach. However, they observed that th& Ra
Learning model appears to be very sensitive to the propseofithe
data set, and did not perform well in their experiments.

Other retrieval groups, such as WHU, tested whether usitkg fo
sonomies to expand the queries improves the retrievaltefégess.
They showed that the approach is only beneficial with a Feeds-
based index, while it is detrimental to retrieval when a Padimks-
based index is used. The FEUP group investigated two feature
based on temporal evidence — temporal span and tempora&rdisp
sion. The temporal span of a topic in a blog corresponds tpd¢he
riod between the newest relevant post and the oldest releeest
Both features were combined with a baseline BM25 run based on
Terrier. Finally, the UMass group used a query likelihoaagaage
modelling approach. Recent posts are boosted higher ingtpe-a
gation of the scores of relevant posts.

Various groups implemented their solutions on top of emgstin-
formation retrieval platforms such as Lucene (IITKGP) rificemur
(CMU, Umass), and Terrier (UoGtr, USI, FEUP, WHU), using-var
ious document ranking models ranging from BM25 to language
modelling, through Divergence From Randomness modelshdn t
following, we provide a detailed description of the metheded
by the two top performing groups in the blog distillationkas



Group Run Fields | Baseline Mix Positive Negative

MAP | AMAP | P@10| MAP | AMAP | P@10| MAP | AMAP | P@10
THUIR THUpoITmfPNR | T THUrelTwpmf | 0.1353| 7.16% | 0.1870| 0.1289| 6.27% | 0.1880| 0.1417| 7.92% | 0.1860
UoGtr uogPLb21 T uogBLProxCE | 0.1274| -0.62% | 0.1560| 0.1372| -1.15% | 0.1700| 0.1176| 0.00% | 0.1420
IU-SLIS wdgbdtlmP5 T wdogsBase 0.1143| 9.51% | 0.2160| 0.1147| 6.80% | 0.2280| 0.1138| 12.34% | 0.2040
iitkgp KGPPOL1 T IITKGPTITLEL | 0.1139| -6.15% | 0.1990| 0.1304 | -1.95% | 0.2300| 0.0975| -11.12%| 0.1680
aic-dcu DCUCDVPtpl T DCUCDVPtbl | 0.1092| 9.88% | 0.1550| 0.1087| 13.35% | 0.1380| 0.1097| 6.61% | 0.1720
UWaterlooEng| UWpolarity2 T UWBase2 0.1078| -0.27% | 0.1670| 0.1215| 9.66% | 0.2000| 0.0942| -10.63% | 0.1340
KobeU-Seki kup T ku 0.0994| 9.83% | 0.1650| 0.1056| 13.79% | 0.1740| 0.0933| 5.78% | 0.1560
UniNE UniNEpolLR1 TD UniNEBlogl 0.0775| -41.33%| 0.1780| 0.0882| -35.90% | 0.2000| 0.0667 | -47.31% | 0.1560
fub FIUpPL2DFR T FlUbasePL2c9 | 0.0506 | -46.91% | 0.1290| 0.0529 | -48.94% | 0.1680| 0.0483 | -44.55% | 0.0900
KU kunlpKLttPs T kunlpKLtt 0.0416 | -54.39% | 0.1560| 0.0542 | -38.34% | 0.1900| 0.0291| -69.21% | 0.1220
DUTIR DUTIRO8RuN2P | T DUT08BRun2 | 0.0301| -73.43%| 0.1500| 0.0352| -72.28%| 0.1840| 0.0250 | -74.87%| 0.1160

Table 19: Polarity task: Own baseline, any topic fields, usig the TREC 2008 new topics. Ranked by Mix MAP.

negative baselinel| baseline2| baseline3| baseline4| baseline5 improvement
Baseline 0.1175 0.0865 0.1266 0.1288 0.1085 mean stdev
TREC median| 0.0597 0.0457 0.0743 0.0677 0.0453 [ -48.49% | 2.66%
positive baselinel| baseline2| baseline3| baseline4| baseline5 improvement
Baseline 0.1364 0.0951 0.1376 0.1532 0.1229 mean stdev
TREC median| 0.0953 0.0547 0.0955 0.0973 0.0708 | -36.79% | 17.48%

Table 20: Median negative and positive MAP over each of the Sandard baselines and median average improvement for the TRC
2008 topics.

The KLE group used two scores for a given blog. The first score
is the average score of all posts in the blog. The KLE system as
sumes that the blog that has many relevant posts is morearglev
The second score is the average score of the top N posts t&t ha
the highest relevance scores. The KLE system assumesétapth  fore, that the opinion-finding task in its current form stabbk dis-

N posts best represent the topic of the blog. The topic-azles continued. Instead, we propose to use the notion of opinsoa a
score of each post is calculated using a language modeling ap feature or a dimension of more refined and complex searcts task
proach. To estimate the query model, KLE used the top M blogs i as outlined below.

the feedback step. This method increases the diversityeotbfzck The current blog distillation task only focuses on topiceler
documents, and results in a more effective query model. vance. It does not address the quality aspect of the rettielgs.

The CMU group explored document representation, retrienal- In a position paper, Hearst et al. [9] proposed an intergsefine-
els, query expansion and spam filtering. CMU'’s retrievateys ment of the blog distillation task that takes into accounumhber
based on Indri, used a combined index of the permalink ang blo of attributes or facets such as the authority of the blogtrimwor-
documents, distinctly weighting text from various partsref HTML thiness of its authors, or the genre of the blog (e.g. opatied or
and XML. Two retrieval models were applied to blog distiltat: not) and its style of writing. For example, a user might beiiested
the large document model, where each blog is viewed as aesingl in blogs to read about a topic X, but where the blogger expsess
document; and the small document model, where a blog is+epre opinionated viewpoints, backed up by a scientific methogiplor
sented as a collection of individual entry documents. Sirhjlto evidence. In other words, a user might not be interested biads
last year’s results, CMU’s best performing run used a query e having arecurring and principal interest in a given topidit only
pansion method that leverages the link structure in Wikiged those blogs that satisfy a set of criteria or facets.
spam filtering component was also integrated, which led titnéu For TREC 2009, we propose to move to a second phase of the
performance improvements. Blog track, where more refined and complex search scenailbs w
be investigated. In particular, we propose to use a new agéra
collection of blogs, Blogs08, which has a much longer tinaesp
than the 11-weeks period covered in the Blogs06 collectidms
allows for investigating another important charactecisti the blo-
gosphere, namely the temporal/chronological aspect ajgihg,
and various related search tasks such as story identificatiol
tracking. One of our proposed tasks for next year is a refimeme
of the blog distillation task, which addresses the qualipext
through the use of facets.

groups with various standard topic-relevance baselinesytiich
they can evaluate their opinion-finding techniques, shalitnv for
a better understanding of these tasks and how the opinidimfin
performance varies across different baselines. We belibaze-

5. CONCLUSIONS

Back in 2006, when we first proposed the Blog track, our aim
was to have a long-term objective for the Blog track, recsing
that the richness of the blogosphere and its peculiaritiéisrev
quire several years of investigation before reaching audntier-
standing of the different blog search tasks, and how theyldhme
effectively addressed. In particular, we proposed to adaphcre-
mental approach, where we begin with basic blog search tasks
progressively move to more complex search scenarios. \ievieel
that the opinion-finding, its natural polarity extensios,vaell as
the blog distillation tasks are good articulations of resétasks,
albeit basic, in adhoc search behaviour on the blogosphere.

After three years of the Blog track, we believe that we have a
good test collection for the opinion-finding task and itsguity ex-
tension. In particular, the setting of the TREC 2008 Blogkis.
opinion-finding and polarity tasks, which provides the pating
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Mix Positive Negative
Group Approach of Fields MAP A MAP MAP A MAP MAP A MAP
Mean o Mean o Mean o Mean o Mean o Mean o

KLE B1Polarity T 0.1274 0.02| 4.86% 2.69% | 0.1370 0.02| 6.08% 1.72%| 0.1180 0.02| 3.51% 7.43%
UoGtr uogPL11 T 0.1165 0.02| -3.77%  2.28%| 0.1226 0.02| -4.62%  2.91%| 0.1103 0.01| -2.76%  3.50%
UWaterlooEng| UWnb1Pol T 0.1119 0.01| -6.70%  8.80% | 0.1252 0.01| -1.69%  10.04%| 0.0987 0.01| -12.33% 7.71%
UIC_IR_Group | uicpollbl1l T 0.0941 0.01] -22.10% 8.35%| 0.1313 0.02| 2.12% 9.83% | 0.0568 0.01| -49.60%  7.63%
UTD.SLP_Lab | NTrMM17P TD 0.0934 0.01| -22.96% 2.53%| 0.1068 0.02| -17.51% 4.06%| 0.0799 0.01| -29.23% 5.01%
fub FIUpBLIDFR | T 0.0545 0.02| -55.26% 15.80% 0.0521 0.02| -59.81% 15.01% 0.0569 0.02| -50.18% 17.11%
tno tnobasel D 0.0286 0.01| -76.42% 6.12%| 0.0312 0.01| -75.93% 8.03%| 0.0260 0.01| -77.02% 4.05%
UniNE UniNEpolLRb1 0.0680 0.01| -43.68% 3.13%| 0.0775 0.01| -39.41% 4.70%| 0.0584 0.01| -48.49% 2.66%

Table 21: Polarity task: Results for runs using all 5 of the sandard baselines. Ranked by Meam\ Mix MAP, using the TREC 2008
new topics. No fields were specified for run UniNEpolLRb1.

Group Run nDCG | MAP | R-prec| bPref | P@10| MRR | MAP(2)
KLE KLEDistLMT 0.5324| 0.3015( 0.3601| 0.3580| 0.4480| 0.7977| 0.2935
CMU-LTI-DIR | cmuLDwikiSP 0.5170| 0.3056| 0.3646| 0.3535| 0.4340| 0.8051| 0.2750
UAms_De Rijke | uamsO08bl 0.4904 | 0.2638| 0.3137| 0.3024 | 0.4200| 0.7294| 0.2547
uMass UMassBlog1l 0.4777| 0.2520| 0.3077| 0.2944| 0.3880| 0.7504| 0.2561
UoGtr uogTrBDfeNWD | 0.4758| 0.2521| 0.3121| 0.2932| 0.4040| 0.7425| 0.2452
KobeU-Seki kudb 0.4712| 0.2422| 0.2947| 0.2903| 0.3440| 0.7469| 0.2398
SUNY_Buffalo | UBDistl 0.4694 | 0.2410( 0.2916| 0.2855| 0.3720| 0.6864 | 0.2413
usil BM25LenNorm | 0.4663| 0.2566 | 0.3144| 0.2882| 0.3960| 0.7016| 0.2282
WHU PermMeWhu 0.4023| 0.1898| 0.2591| 0.2451| 0.3180| 0.5554| 0.1827
feup.irlab feupbase 0.3478| 0.1413| 0.1890| 0.1690| 0.2560| 0.5970| 0.1621
iitkgp FEEDKGP 0.3397| 0.1539| 0.2146| 0.1916 | 0.2680| 0.5119| 0.1456
DUTIR DUTIR08DRun1| 0.3370| 0.1600| 0.2293| 0.2054| 0.2600 | 0.4543| 0.1272

Table 24: Blog distillation task, best run for each group, ttle-only topics. Ranked by nDCG.

Group Run Topic | nDCG | MAP | R-prec| bPref | P@10| MRR | MAP(2)
KLE KLEDistFBB TD | 0.5443| 0.2994| 0.3508| 0.3224| 0.4560| 0.7458| 0.2852
CMU-LTI-DIR | cmuLDwikiSP T 0.5170| 0.3056| 0.3646| 0.3535| 0.4340| 0.8051| 0.2750
uMass UMassBlog3 TD | 0.4969| 0.2711| 0.3286| 0.3117| 0.4240| 0.7612| 0.2772
UAms_De_ Rijke | uams08bl T 0.4904 | 0.2638| 0.3137| 0.3024 | 0.4200| 0.7294| 0.2547
SUNY_Buffalo | UBDist4 TDN | 0.4824| 0.2633| 0.3160| 0.3088| 0.3820| 0.7293| 0.2449
UoGtr uogTrBDfeNWD | T 0.4758| 0.2521| 0.3121| 0.2932| 0.4040| 0.7425| 0.2452
KobeU-Seki kudb T 0.4712| 0.2422| 0.2947| 0.2903| 0.3440| 0.7469| 0.2398
usl BM25LenNorm T 0.4663| 0.2566 | 0.3144| 0.2882| 0.3960| 0.7016| 0.2282
WHU PermMeWhu T 0.4023| 0.1898| 0.2591| 0.2451| 0.3180| 0.5554| 0.1827
iitkgp FEEDKGP1 TD | 0.3613| 0.1720| 0.2484| 0.2129| 0.3220| 0.5077| 0.1826
feup.irlab feupbase T 0.3478| 0.1413| 0.1890| 0.1690| 0.2560| 0.5970| 0.1621
DUTIR DUTIRO08DRun4| TDN | 0.3394| 0.1632| 0.2365| 0.2059| 0.2780| 0.4298| 0.1359

Table 25: Blog distillation task, best run for each group, ary topic fields. Ranked by nDCG.
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Figure 3: Blog distillation task: Distribution of assessedblogs across all 2008 topics 1051 to 1100 for relevance level (spam),
1 (relevant), and 2 (highly relevant). Blogs judged as 0 (noelevant) are omitted for the sake of clarity.
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