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ABSTRACT 
 

In 2004, the National Institute of Standards and Technology (NIST) commissioned the Advanced Measurement 
Laboratory (AML) – a state-of-the-art, five-wing laboratory complex for leading edge NIST research.  The NIST 
NanoFab – a 1765 m2 (19 000 ft2) clean room with 743 m2 (8000 ft2) of class 100 space – is the anchor of this facility 
and an integral component of the new Center for Nanoscale Science and Technology (CNST) at NIST. 
 
Although the CNST/NanoFab is a nanotechnology research facility with a different strategic focus than a current high 
volume semiconductor fab, metrology tools still play an important role in the nanofabrication research conducted here.  
Some of the metrology tools available to users of the NanoFab include stylus profiling, scanning electron microscopy 
(SEM), and atomic force microscopy (AFM). 
 
Since 2001, NIST has collaborated with SEMATECH to implement a reference measurement system (RMS) using 
critical dimension atomic force microscopy (CD-AFM).  NIST contributed traceable metrology expertise and 
SEMATECH provided access to leading edge metrology tools in their facilities.  Now, in the newly launched “clean 
calibrations” thrust at NIST, we are implementing the reference metrology paradigm on several tools in the 
CNST/NanoFab.  Initially, we have focused on calibration, monitoring, and uncertainty analysis for a three-tool set 
consisting of a stylus profiler, an SEM, and an AFM. 
 
Our goal is the development of new and supplemental calibrations and standards that will benefit from the Class 100 
environment available in the NanoFab and offering our customers calibration options that do not require exposing their 
samples to less clean environments.  We have completed a preliminary evaluation of the performance of these 
instruments.  The results suggest that the achievable uncertainties are generally consistent with our measurement goals. 
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1.   INTRODUCTION 
 
In 2004, the National Institute of Standards and Technology (NIST) commissioned the Advanced Measurement 
Laboratory (AML) – a state-of-the-art, five-wing laboratory complex for leading edge NIST research.  The NIST 
NanoFab – a 1765 m2 (19 000 ft2) clean room with 743 m2 (8000 ft2) of class 100 space – is the anchor of this facility 
and a major facet of the new Center for Nanoscale Science and Technology (CNST) at NIST. 
 
Although the CNST/NanoFab is a nanotechnology research facility with a different strategic focus than a current high 
volume semiconductor fab, metrology tools still play an important role in the nanofabrication research that is conducted 
here.  Some of the metrology tools available to users of the NanoFab include stylus profiling, scanning electron 
microscopy (SEM), and atomic force microscopy (AFM). 
 
For many years, NIST and SEMATECH have worked closely to improve the traceability of dimensional metrology in 
semiconductor manufacturing.  These collaborations have spanned several various measurement technologies including 
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CD-AFM and CD-SEM.  The implementation of traceable CD-AFM reference metrology has been a major component 
of this collaboration.1-5  SEM modeling and data interpretation has been another.6-8 
 
Now, with a newly launched “clean calibrations” thrust at NIST, we are implementing the reference metrology 
paradigm on several tools in the CNST/NanoFab.  Initially, we are focusing on calibration, monitoring, and uncertainty 
analysis for a three-tool set consisting of a stylus profiler, an SEM, and an AFM. 
 
Our larger goal is the development of new and supplemental calibrations and standards that will benefit from the 
environment available in the NanoFab and offer our customers calibration options that do not require exposing their 
samples to less clean environments.  In this paper, we will describe the approach and status of the clean calibrations 
thrust. 
 

2.   PERFORMANCE OF INSTRUMENTS 
 
2.1 Stylus Profiler  
 
The stylus profiler used in the clean calibrations project has a nominal 0.1 nm vertical resolution when using the lowest 
range setting of 6.5 µm.  It employs a scanning stage design and can accommodate sample sizes up to 150 mm wafers.  
Step heights of up to 262 µm can be measured using this instrument, and the available lateral scan range is from 50 µm 
up to 30 mm.  The profiler is typically operated using one of two diamond styli with radii of either 0.7 μm or 2.5 μm.  In 
Fig. 1 some preliminary performance data are shown using 90 nm and 300 nm NIST-internal step height masters used in 
our current stylus profiler calibration facility. 

              

Stylus Profiler: Performance Monitoring 
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 Figure 1.  Performance data on the stylus profiler. Typical scale calibration bias ranges from 1 % 
 to 2 %.   Observed repeatability on the 90 nm and 300 nm master standards has been improved relative 
 to the initial observations, but still lags the performance of the profiler in our current calibration facility. The 
 dashed reference line represents the performance of one of our calibration tools on the 300 nm master – which 
 exhibited a one standard deviation (SD) repeatability of 0.06 nm.  
 
NIST has considerable experience in stylus profiling and a long standing program in dimensional metrology using 
profilers.9  Currently, most traceable step height measurements performed by NIST are carried out using stylus profilers.  
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These profilers do not have intrinsic scale calibration and thus function as comparators.  Master step height standards 
ranging from 29 nm to 152 μm are used to calibrate the profilers.  These master standards were calibrated primarily 
using interferometric methods. 
 
As part of an ongoing effort to validate and refine its uncertainty budgets for stylus profiler metrology, NIST has 
participated in several international comparisons of step height measurements among the metrology institutes of various 
nations.10-12  We have also performed an internal comparison of step height metrology between our calibrated profilers 
and other instruments capable of traceable metrology – including an AFM discussed in Sec. 2.3.13-15  It was possible to 
use the AFM measurements to improve the calibration on one of the 90 nm master steps used in the profiler facility.15  
This standard and the 300 nm master were used for the evaluation of the NanoFab profiler.  
 
The preliminary observations in Fig. 1 indicate that performance of this profiler lags the performance of the profilers in 
our calibration facility.  The typical initial scale calibration bias observed over several months ranged from 1 % to 2 %.  
The reproducibility (one standard deviation) of step height measurements on the 90 nm and 300 nm master standards 
ranged up to 2 nm.  This variation is larger than that typically observed in our calibration facility as represented by the 
reference line in Fig. 1. 
 
We suspect that environmental effects could be partially responsible for this relative differential in performance, and the 
apparent improvement seen in Fig. 1 could be the result of improved vibration isolation and some preventive 
maintenance that was performed – including cleaning the reference block for the profiling stage. 
 
2.2 Scanning Electron Microscope  
 
The SEM used in this work is a field emission (FE) SEM.  This tool is capable of imaging structures down to ≤ 10 nm 
dimensions and can accommodate sample sizes up to 200 mm wafers.  It is equipped with both secondary and 
backscattered detectors, has a magnification range from 12X to 900kX, and can achieve 1.0 nm imaging resolution at 
15 keV. 
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 Figure 2.  An image of an SRM 484 control sample obtained using the FE-SEM.  The available pitches, which range 
from 500 nm to 5 μm, are visible – as well as the indentation mark used for alignment with the calibrated area. 
 
NIST has considerable experience in SEM dimensional metrology and previously developed a Standard Reference 
Material (SRM) for SEM magnification calibration16,17 – SRM 484 – an SEM image of which is shown in Fig. 2.  This 
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standard was calibrated using an instrument known as the metrology electron microscope (MEM), which incorporated 
an interferometric displacement stage for traceability.18  It was used for calibration of approximately 800 units of 
SRM 484 and was decommissioned in 2003 after more than two decades of operation. 
 
In addition to SRM 484, NIST has an active project in development of SEM magnification standards for the 
semiconductor industry, and released a Reference Material (RM) 8090, on lithographically patterned silicon chips.19,20  
The patterns have non-traceable pitch values ranging down to 200 nm.  Both SRM 484 and RM 8090 are currently out 
of stock.  A second generation Si chip sample, RM 8820, will be released soon.§  
 
The close cooperation between NIST and SEMATECH has now extended into the clean calibrations thrust.  For several 
years, SEMATECH/ISMI has been using an FEI IC3D† analysis workstation for off line analysis of SEM images.  An 
illustration of this software tool as applied to an image of SRM 484 is shown in Fig. 3.  
 

                              
 
  Figure 3.  Illustration of the image analysis performed using an FEI/IC3D† analysis workstation at ISMI/SEMATECH. 
      The green boxes represent the boundaries within which the software locates the position of the feature. 
 
Over a period of several months, we have been monitoring the performance of the SEM using an SRM 484 control 
sample.  The available line spacings on this sample range from 500 nm to 5 μm.  The magnification calibration of the 
SEM was checked against the reference values on SRM 484 – as originally measured with the MEM.  An example of 
this comparison is shown in Fig. 4. 
 
The plot in Fig. 4 shows the offset from the nominal spacing for each interval.  Note that the error bars shown on the 
MEM results represent the original expanded uncertainties, which correspond approximately to 95 % confidence 
intervals.  The expression of uncertainty in NIST measurements, including coverage factors, is discussed more in 
Sec. 3.1.  A scale bias of approximately 4 % is observed in these results. 
                                                           
§ Reference Material (RM) 8820 will be available through the Standard Reference Materials Program of the NIST 
Measurement Services Division (MSD).  The on-line catalogue can be accessed at https://www-s.nist.gov/srmors/ .   
 
†Certain commercial equipment is identified in this paper to adequately describe the experimental procedure.  Such 
identification does not imply recommendation or endorsement by the National Institute of Standards and Technology 
nor does it imply that the equipment identified is necessarily the best available for the purpose. 
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Calibration Check of FESEM using SRM 484
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Figure 4.  Comparison of line spacings measured on the FESEM with reference values on the SRM 484.  The offset 
from nominal pitch is shown for each interval.   A scale bias of approximately 4 % is exhibited in this body of data. 
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         Figure 5.  Monitor history on FESEM magnification calibration.  On each date, a set of data like that shown in 
Fig. 4 was obtained, and regression was performed.  The slope resulting from each such evaluation is shown. 
 
We performed this calibration check on multiple evaluation dates.  A linear regression of the apparent and calibrated 
values of pitch was performed on each date.  The resulting values of the regression slope are plotted in Fig. 5.  The first 
point on this plot corresponds to the data from Fig. 4.  We note that the apparent scale bias ranged from about 0.5 % up 
to 4 % - and is typically about 1.5 %.  
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2.3 Atomic Force Microscope  
 
The AFM used in this work is a conventional or one-dimensional (1D) AFM.  It is capable of operating in a variety of 
contrast modes, and it can accommodate sample sizes up to 150 mm wafers.  It has a 90 µm lateral scan range and a 
vertical range of approximately 7 µm. 
 
NIST has considerable experience in AFM dimensional metrology using both conventional tools and CD-AFM.1-5, 13-15  
One component of the NIST program is the calibrated atomic force microscope (C-AFM) – a custom built instrument 
constructed at NIST for traceable dimensional metrology.  The design, performance, and uncertainties of the system 
have been previously described.13-15  The C-AFM has metrology traceability via the 633 nm wavelength of the 
I2-stabilized He-Ne laser (a recommended radiation for the realization of the meter in the visible wavelength range) for 
all three axes, and this is accomplished using heterodyne laser interferometers. 
 
The C-AFM is capable of performing both traceable pitch and step height measurements, and it has been used by NIST 
to perform both types of measurements for external customers.  Additionally, we have participated in several 
international comparisons among the metrology institutes of various nations.  The measurands studied in these 
comparisons were pitch (both one and two dimensional) and step height.12, 21-22 
 
The step height comparison, known as NANO2, was completed in 2003.12  Five samples, having nominal step heights 
of 7 nm, 20 nm, 70 nm, 300 nm, and 800 nm, were used for this comparison.  In addition to the circulated set of 
standards, each laboratory received supplemental sets to be retained as internal masters.  We have been using one of 
these sets at NIST for z-axis calibration and monitoring of the AFM in the NanoFab, and some of these results are 
shown in Fig. 6 and Fig. 7. 
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Figure 6.  Ordinary regression of apparent step heights measured on the NanoFab AFM (known by the identifier 
AFM01) versus the reference values from measurements taken on the NIST C-AFM.  The slope indicates a vertical 
scale bias of approximately 0.5 %. 
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Our initial goal with the AFM is to perform traceable step height measurements in the clean room environment of the 
NanoFab.  As the regression slope in Fig. 6 illustrates, the typical z-axis scale bias we have observed is approximately 
0.5 %.  Our preliminary observations suggest that the reproducibility of this scale bias is at least a factor of three lower 
than this level – suggesting that we should be able to maintain a traceable scale calibration with approximately a 0.2 % 
standard uncertainty.  Some indication of this can be inferred from Fig. 7, from which the level of non-linearity can also 
be estimated. 
 
Figure 7 shows the percentage deviation of the AFM01 apparent step height results relative to the C-AFM reference 
values for each of the five measured step heights – with data taken on multiple evaluation dates.  Note that the signs are 
all positive due to the vertical scale bias, and the larger apparent deviations at small height values are due to a scanner 
artifact that is discussed more below. 
 
Over the period of these observations, the results on the nominal 800 nm and 300 nm step heights – which have actual 
values of 780 nm and 290 nm, respectively – indicate that the reproducibility of percent scale bias is 0.2 %.  This is 
estimated from the standard deviation of the percent biases in both sets of results.  Note also that the average biases 
observed for these two step heights – 0.7 % for the nominal 300 nm height and 0.4 % for the nominal 800 nm height – 
are statistically consistent with the regression estimate of 0.5 %.  The agreement between the observations for the two 
heights also suggests non-linearity well below the official vendor spec of 1 %. 
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Figure 7.  Plot of percentage deviation of AFM01 results from C-AFM reference values for the five measured step 
heights over a period of more than one month.  The signs are all positive due to the scale bias, and the larger apparent 
deviations at small height values are due to scanner artifacts. 
 
The larger deviations seen in Fig. 7 for the nominal 70 nm, 20 nm, and 7 nm step heights are believed to be primarily 
due to the residual effect of scanner bow.  The AFM employs a tube scanner for motion generation, but also features 
closed loop control using optical-lever-arm displacement sensors.23†  This design allows the scanner to have a large 
lateral scan range and good linearization, but the head does still exhibit some classical artifacts of tube scanners – such 
as bow.24 
 
Scanner bow is a consequence of the arc like motion of the tube scanner – the end of which essentially swings as a 
pendulum.  This means that if a perfectly flat sample were scanned in the instrument, the apparent surface would 
resemble an inverted bowl.  The design of the head is such that this artifact is relatively small: The deviations from 
planarity are only about 15 nm toward the edges of the lateral scan range.  However, since the calibration standards we 
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are using require approximately an 85 µm lateral scan, the impact of scanner bow on our measurements is not 
negligible.  This is illustrated in Fig. 8 with a comparison of scan lines from the C-AFM and AFM01. 
 

                           
Figure 8.  Illustration of scanner performance with line scans from the C-AFM (left) on the 7 nm step height and from 
the NanoFab AFM (right) on the 20 nm step height.  Both profiles are from the raw image.  Over the lateral range of 
90 μm, the C-AFM scanner exhibits flatness of 1 nm while the AFM01 scanner exhibits approximately 15 nm of out-of-
plane deviation. 
 
 

                        
Figure 9.  Illustration of basic scanner bow correction method for scan lines on nominal 800 nm (left) and 7 nm (right) 
step heights.  The raw profiles are shown on top, and the corrected ones on the bottom.  The correction method is to fit a 
parabola to the wings of the profile.  Although this removes most of the bow, the scan line on the small step reveals 
small residual artifacts that have a much larger percentage effect on the step height calculation for the smaller step 
heights. 
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The correction of scanner bow in data processing has been the subject of previous investigations by others.25-26  In 
Fig. 9, we illustrate an elementary correction method that we used for analysis of our preliminary data.  Our method was 
to fit a parabola to the wings of the profile (excluding the step height region in the middle) – and then to subtract this 
parabola to remove the scanner bow prior to the step height calculation. 
 
As Fig. 9 shows, this relatively simple correction strategy generally works well.  For the smaller steps, however, the 
small remaining edge effects and top surface distortion are not negligible compared to the magnitude of the step height.  
Consequently, the percentage biases that were shown in Fig. 7 are larger for these steps. 
 
For future work, we are considering the possibility of implementing a more elaborate scanner bow correction 
methodology developed by Edwards, et al.26  This method involves the simultaneous fitting of both a polynomial and a 
step function to the scan lines.  This would have the advantage of using more of the available data, and the residual 
impact of scanner bow on the apparent step heights is expected to be much smaller. 
 
 

3.   IMPLICATIONS AND FUTURE PLANS  
 

3.1 Uncertainties 
 
In general, the approach27 to uncertainty budgets adopted by NIST28 is to develop an estimated contribution for every 
known source of uncertainty in a given measurement and to include terms pertaining to both the instrument used and the 
particular specimen measured.  Terms evaluated exclusively by statistical methods are known as Type A evaluations.  
Other terms, known as Type B evaluations, are evaluated using some combination of measured data, physical models, 
or assumptions about the probability distribution. 
 
All of these terms are then added in quadrature to obtain a combined standard uncertainty for the measurement.  This is 
usually multiplied by a coverage factor k to obtain a combined expanded uncertainty.28 The most common coverage 
factor used is k = 2, which would correspond to approximately a 95 % confidence interval for a normal (Gaussian) 
distribution.  In our previous work with the C-AFM, stylus tools, SEM, and CD-AFM, we have developed uncertainty 
budgets for relevant measurands.1-5,9,13-15,17  Our intent is to develop similar uncertainty budgets for measurements using 
the tools involved in the clean calibrations thrust. 
 
The limit on achievable step height uncertainty using the stylus profiler is not yet known, but our early results suggest 
that it wouldn’t be larger than the quadrature sum of 1.0 nm and 1 % of the measured height.  Although this level of 
uncertainty may be suitable for some users of the NanoFab, it may not be sufficient for some potential customers of the 
clean calibrations thrust.  We are considering further upgrades to the environmental isolation of the current tool, and we 
may also explore the possibility of acquiring a newer generation profiler. 
 
There are many challenging sources of uncertainty in performing SEM based dimensional metrology.29  This is 
particularly true for measurands such as linewidth.  The uncertainty of SEM pitch measurements is primarily dependent 
on the accuracy of the magnification calibration.  Therefore, the measurement of a known pitch standard is the most 
straightforward method to calibrate the magnification. 
 
Unfortunately, the magnification of an SEM is dependent upon a variety of instrumental, environmental, and even 
sample-related parameters which may not be fully reproducible, or may have hysteresis, even at nominally equivalent 
operating conditions.  Consequently, the scope of applicability of an SEM uncertainty estimate may be somewhat 
restricted. 
 
Our observations using the SEM show the effective magnification to be consistently lower than nominal – ranging from 
0.5 % to 4 % – all taken under imaging conditions we believed to be equivalent.  The distribution of the observations 
appears to suggest a dependence on factors that we are not controlling in our measurement runs. 
 
The most optimistic interpretation of the results shown in Fig. 5 would be that we can calibrate the magnification to a 
standard uncertainty of approximately 0.5 % percent, but this is probably too optimistic.  A pessimistic limit would be 
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that we can only calibrate it to 4 %.  At the present, we regard 2 % as a reasonable working estimate of a standard 
uncertainty that we could achieve with this tool. 
 
The most recent release of SRM 484 had a smallest interval of 500 nm with an expanded uncertainty (k = 2) of 20 nm.  
One possible goal of the clean calibrations thrust is to continue the SRM 484 series by using the FESEM as a 
comparator between the original control samples and the new ones.  The pessimistic estimate of scale uncertainty is too 
large to perform these measurements without an unacceptable increase in uncertainty.  The optimistic limit, however, 
would readily support this objective. 
 
Due to the non-wafer form of the SRM 484 specimen and its material composition – alternating layers of Au and Ni – 
this standard may not be appropriate for use in some contemporary SEMs.  For the in-line CD-SEMs used in 
semiconductor manufacturing metrology, difficulties may arise due to a combination of the low accelerating voltages, 
the ferro-magnetism of the standard itself, and in-lens detectors that are commonly used in such instruments.19  
Consequently, for both instrumental and application reasons, we do not yet know if it will be appropriate to calibrate a 
new release of SRM 484.  This possibility is still under consideration. 
 
In AFM based dimensional metrology, the most challenging sources of uncertainty are usually related to the effect of 
the AFM tip and its interaction with the measured surface.30  This means that linewidth and roughness are particularly 
challenging measurands.  Pitch and step height measurements, however, have much less dependence on tip-related 
effects and are largely dependent upon the accuracy of the scanner displacement metrology. 
 
The initial focus of the clean calibrations effort with respect to AFM metrology is on step height, and our preliminary 
results suggest that a z-axis scale calibration standard uncertainty of 0.2 % may be achievable.  However, to develop a 
comprehensive uncertainty budget, we need to perform a more thorough evaluation of the z-axis non-linearity and 
implement a more sophisticated method of correcting for the scanner bow.  If a standard uncertainty of 0.2 % or below 
can be readily achieved with this tool, then performance would be on par with what we have achieved working with 
other commercially available instruments. 
 
 

4.  SUMMARY 
 
In 2004, NIST commissioned the AML – a state-of-the-art, five-wing laboratory complex for leading edge NIST 
research.  The NanoFab – a 1765 m2 (19 000 ft2) clean room with 743 m2 (8000 ft2) of class 100 space – is the anchor of 
this facility and a major facet of the new CNST at NIST. 
 
Metrology tools available to users of the NanoFab include stylus profiling, SEM, and AFM.  In the newly launched 
“clean calibrations” thrust at NIST, we are working with these tools to implement a reference metrology paradigm on 
multi-tool platform within the CNST/NanoFab.  Toward this end, we have completed a preliminary evaluation of the 
performance of these instruments. 
 
Our ultimate goal is the development of new and supplemental calibrations and standards that will benefit from the 
environment available in the NanoFab and offer our customers calibration options that don’t require exposing their 
samples to less clean environments.  The results of our preliminary tool evaluations suggest that the achievable 
uncertainties are generally consistent with our measurement goals. 
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