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We used interferometry to measure the density changes associated with the late stage of thermal equilibra-
tion near the liquid-vapor critical point of gFThis experiment was performed on board the Space Shuttle in
the absence of the considerable obscuring effects of gravity. The density changes were analyzed in terms of the
exponentially decaying modes predicted by a model for heat diffusion in an isothermal container. The time
constants depended only on the temperature and not on the sample’s history. In the temperature range from
T.+98 mK to T.+ 28 mK, whereT,=319 K is the critical temperature, the values of the thermal diffusivity
D+ derived from the time constants at each temperature are consistent with the vdluefoohd by previous
dynamic light-scattering measurements. Frog9 mK to T.+ 1.4 mK, where Earth-based measurements of
D+ are unavailable, the measured value®efagree with an asymptotically correct extrapolatiorbgf closer
to T.. These data confirm our understanding of thermal equilibration in a range-d%,, where measure-
ments on Earth are severely influenced by gravitationally induced convection and stratification of the sample.
[S1063-651X%97)03512-5

PACS numbes): 47.27.Te, 64.60.Ht, 66.10.Cb

[. INTRODUCTION effect;” it adiabatically compresses the interior fluid and
raises its temperature. The early stage has nonexponential

In an inviscid fluid, the equation for transport of entropy time dependence; thus it cannot be characterized by a single
per unit mass is time constant. The existence of the early, rapid stage, whim-
sically called “critical speeding up,” has been confirmed
experimentally{4—9].

In the later, slow stage of thermal equilibration, the solu-
tions of Eq.(1.2 are modes which decay exponentially in
wherep, T, \, andv, are the fluid’'s density, temperature, time toward the boundary’s temperature. For a fluid con-
thermal conductivity, and velocity, respectively. #f is  tained in a cylinder with isothermal walls of radils and
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small, Eq.(1.1) reduces to height 2z,<R, the largest time constant of E(L.2) is
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whereP is the pressure, arg} andcy, are the heat capacities
per unit mass at constant pressure and vol{ifie(See also At the critical density, the thermal diffusivit+=\/(pCp)
Refs.[2,3].) approaches zero dsapproaches the critical temperatdig,
Near the liquid-vapor critical point, the second term of and this lengthens greatly the time scale for the final slow
Eg. (1.2 dramatically affects the observed thermal equilibra-approach to equilibrium.
tion of fluids. In a typical experimental cell, the interior flu-  The experiment reported here is the first to demonstrate
id’s temperature closely follows a sudden change of thejuantitatively the relevance of El.2) to the late stage of
boundary’s temperature. This effect can be understood bgquilibration. It was performed on board the Space Shuttle to
examining the solutions to E¢l.2), which predict that ther- eliminate the considerable complications caused by gravity.
mal equilibration has an early, rapid stage as well as a lateAfter inducing density gradients in a near-critical sample of
slow stage. The early stage lasts only a few seconds, arfdF; (sulfur hexafluoridg we used interferometry to observe
leaves the near-critical fluid with an inhomogeneous temithe subsequent evolution of the density distribution. The evo-
perature distribution that is close to the new boundary temlution was analyzed with Eq1.2). Above T.+20 mK, our
perature. The early stage of equilibration is rapid becausegsults are consistent with valuesDf that had been deter-
when the boundaries are heated, the density of the fluid neanined with conventional light-scattering measurements. Be-
the boundary rapidly decreases, and fluid expands away froow T.+20 mK, this experiment can be interpreted as a
the boundary. This expansion has been called the “pistomovel measurement @+. The new values oD, obtained
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diverges and because the thermal diffusivityhich sup-
presses convectigrapproaches zero. In microgravity, even
when convection is present, convective heat transport and
velocities are greatly reduced. On Earth, one must also ac-
count for significant stratification of the sample in the Earth’s
gravity [10].

A recent, careful study of the equilibration of near-critical
3He on Eart{6] chose a geometry designed to minimize the
effects of convection and accounted for stratification in mod-
eling the experiment. Nevertheless, Bswas approached,
the measured equilibration time constants were as much as a
factor of 10 shorter than the calculated equilibration time
constants. A likely cause of the discrepancies was undesired
conduction through the sample cell's side wéllg]. Recent
measurements in an improved cell subjected to low-
frequency temperature oscillations found much better agree-
ment with the calculated response of the fl[d&].

FIG. 1. A typical sequence of interferograms during equilibra- The present measurements of the later, slow stage
tion. In evento the sample was heated frof,—50mK to T,  complement prior studies of the earlier, rapid stage of equili-
+8.4mK, and then allowed to equilibratéa) Immediately after ~ bration[4—9]. Together, they confirm that E€L.2) describes
the thermostat had stabilized Bt+ 8.4 mK, the regions of differ- the thermal equilibration of near-critical pure fluids in micro-
ing density are remnants of the mm-sized regions of liquid andgravity. This understanding can be used to optimize the de-
vapor that were present a,—50 mK. (b) 47 min after the first  sign of future critical point experiments in microgravity, and
frame, the fringes are continuous. This frame’s time was defined aglso to reinterpret the data from experiments that have been
t=0 for the analysis of evertt. (c) 65 min after the first framed) completed. As an example, we mention CVX3], an ex-

236 min after the first frame. periment designed to measure the viscosity near the critical
point of xenon on board the Space Shuttle in July 1997. At

as much as 15 times closer & than heretofore, are in Tc+0.6 MK, the comparatively large sample will have a

agreement with a theoretically-based extrapolation of théhermal equilibration time of 28 days, greater than the 12-
Earth-based values. day length of the Shuttle mission. However, meaningful data

An example of the slow equilibration of density can be Will be taken under these constraints because the sample will
seen in Fig. 1. The sample’s temperature was initidlly be brought sufficiently close_ to its eq_whbrlu_m state by a
—50 mK, where it had separated into mm-—sized liquid andeémperature ramp that exploits the rapid attainment of near-
vapor regions. After heating aboWe, these regions slowly €auilibrium predicted by Eq(1.2).
merged into a homogeneous fluid. The first interferogram " this paper, we report measurements of the approach to
was recorded immediately after the thermostat's temperatur@duilibrium in microgravity, and compare our data to a
had stabilized aT,+8.4 mK, and the last interferogram was Model based on Eq1.2). Section Il describes our model,
recorded after the sample had become nearly homogeneoecS: Il and IV the experimental method, Sec. V the analy-
(The fringes in the last interferogram were caused by a deS!s technique, and Section VI our results. Section VII con-
liberate mirror tilt in the reference leg of the Twyman-GreenCIUdeS the paper.
interferometep. All of the interferograms at intermediate
times show density inhomogeneities. Even though the Il. THEORETICAL MODEL
sample was only 1 mm thick and 10 mm in diameter, equili-
bration was characterized by a time constant of approxi
mately 2400 s.

The temperature gradient which remained after the earl
stage relaxation was comparatively smdlkor example,
~10 pK/mm in Fig. 1) However, the associated density ST<(T-T.) and dp<p,, (2.1
gradient was large enough to be measured easily because
(dpldT)p diverges strongly ag —T.. We measured this and that the fluid’s heat capacity and thermal conductivity
density relaxation at late times, where the time dependencare independent of position and time. In a closed container of
was expected to be exponential. volumeV, this allows Eq(1.2) to be approximated byl—3]

In contrast with the present experiment, studies of the
equilibration of near-critical fluids in the Earth’s gravity -1
have not yielded results in agreement with models for the T V]
experiment. Earth-based tests of H4.2) are inherently
more complex than the present experiment. Equatiod) Equation(2.2) is valid when pressure is a function of time
assumes that the effects of convection are negligible. Obut not position, at times much greater than the container’s
Earth, it is extraordinarily difficult to suppress buoyancy- time scale for sound damping.
driven convection as the critical point is approached because Equations(1.2) and(2.2) have solutions which decay ex-
the thermal expansion coefficietwhich drives convection  ponentially at long times(At short times, the solutions can

To predict the approach to equilibrium, we used an ideal-
ized model that, in part, can be solved analytically. The
model assumes that the fluid’s temperature differentes
¥ind density differencegp are sufficiently small,

Cv
1z

f T dV=DV2T. 2.2
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TABLE I. Reduced time constants of the eight slowest isobaric Aluminum flanges

modes. )
Front mirrored
sapphire window —
Mode (ab) (7?D1/4z3) 74y, for 5/R=0.1 10-mm diameter
(D) 0.8904 Copper spacer
(31 0.8323
12 0.8309
(41) 0.7703
(52 0.7076
32 0.7029
13 0.7025
decay rapidly from their initial amplitudes by more than a e e
factor of 100) The model approximated the boundaries of block
the fluid volume as a hollow isothermal disk of thickness
27,=1 mm and radiuR=>5 mm. In a geometry of such high FIG. 2. Two views of the interferometer sample cell.

symmetry, these solutions can be classified into nonisobaric

and isobaric mode§14]. The isobaric modes|5(=0) are the model without affecting the amplitudes of the isobaric
those for which the integral term in E(2.2) vanishes due to Modes deduced from fitting the interferograms. _

the antisymmetry off(x): thus they are the same modes as Névertheless, we added to the sum Ez4) the function

those of the simple equation
pie & fo(r)=Jo(Ko1r) —(Jo(Koar)), 2.7

to approximate the slowest nonisobaric mode. Here, the

In a disk, part of the temperature deviati6h can be written ~ brackets() denote an average over the disk of radfusThe
as a sum of the slower isobaric modes, function fy(r) is not a solution of Eq(2.2); however, nu-
merical studies verified thdt(r) is a good representation of
B the slowest nonisobaric mode, and it obeys conservation of
ﬂ(T,G,Z,t)IZ Z [Aab sin(ad) mass. Some further theoretical aspects are presented in a
azt b=t subsequent papét5].

T=D,V2T. 2.3

+Bap coga6)]cogq2)Ja(Kapr e~ 20,

(2.4) I1l. APPARATUS
wherer, 6, andz are the radial, angular, and thickness co- A. Sample cel
ordinates,J, is the Bessel function of ordea, and ky,R The experimental cell is sketched in Fig. 2. Most of the
=j,b is the bth root of the equation),(j,,)=0. Faster- fluid sample was contained in a coin-shaped volume of
decaying solutions proportional to sz and to 75 mm? bounded by two cylindrical sapphire windows and
cos(qz), with n>1, are not considered here. The isother-by a circular copper spacer. The volume had a diameter of

mal boundary conditio®T =0, determines the wave vectors 10.0 mm and an axial thickness of 0.96 mm. This small
g andk,y, through thickness was chosen to limit the longest relaxation time to a

few hours. Also, the interferometry required a small thick-

™ ness because of the sample’s large turbidity rigar The
92=7 and Ja(kapR)=0. (25 two sapphire windows had electrically conductive, nearly
transparent, indium-tin oxide coatings on their inner sur-
The corresponding time constants are faces, and they were in electrical contact with the copper

spacer. Thus electrostatic charges on the sapphire did not
influence the fluid. A foil heater was cemented to a 25° sec-
tor of the spacer’s outside diameter. Diametrically opposite
from the heater, a copper block thermally connected the
Many of these time constants have nearly identical valuesspacer to the cell’s aluminum flanges. This orientation of the
As shown in Table | for our aspect ratio 2§/R=0.1, the heater and the heat sink allowed us to heat the spacer, and
time constants of the four slowest isobaric modes differ bythus the sample, asymmetrically. When the heater was off,
less than 14%. A subsequent pafdEs] contains a discussion the cell’s copper and sapphire walls comprised a very nearly
of the relative strengths to be expected for the variougsothermal boundary for the sample.
modes. After careful cleaning of all parts, both windows were
The complete solution of Eq2.2) also includes noniso- sealed against the spacer by g@drings made from 0.25-
baric modes, which do not have a known closed form in twomm-diameter gold wire. The entire assembly, consisting of
and three dimensions. The nonisobaric modes are orthogontle spacerQ rings, windows, and flanges, was clamped to-
to the isobaric modes. In principle they may be omitted fromgether with six titanium-alloy screws whose thermal expan-

473 -1
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sivity closely matched that of the cell's other componentstemperature gradient had a time dependence of the order of
After final tightening of the screws, the windows were 4.5(dT/dx)sc,;=2X10 8K m~1s1, where we used 6 cm as a
fringes from parallel and less than 0.1 fringe from flat. Aftertypical distance between thermometers. Superposed on all
assembly, the cell was filled with helium to 10 MPa andfour temperature records was an unprogrammed upward
tested for leaks both at room temperature and at 60 °C. Ndstep” of approximately 40 uK that occurred near the
leaks were found. A leak of 13610° % atmcn?s ! could  middle of the quiescent interval. The step was smoothed by a
have been detected. The cell was then baked at 100 °C undémne constant on the order of 10 min, comparable to the

vacuum for several hours. thermal response time of the SCU.
To fill the cell with Sk, a copper fill tube had been
vacuum brazed into the side of the spacer. After filling the C. Interferometer

cell, the tube was sealed by crimping. The sealed tube’s vol- The sample was illuminated by a 633-nm, collimated, po-
ume added 5% to the main volume of 75 Arfihe Sk was  |arized laser beam. Its intensity was 3.3 mWnand 0.26
stated by the manufacturer to be 99.999% pure, with&@# W passed through the sample. The beam splitter and both
air as the main impurities. To minimize volatile impurities, legs of the Twyman-Green interferometer were housed in the
the Sk was drawn from the liquid phase at the bottom of theSCU. One leg terminated at a multilayer dielectric mirror
inverted storage cylinder. Prior to filling, the cell was flushedcoated onto the inner surface of the cell’s rear window; thus
with gaseous Sf Liquid Sk; was condensed into the cell at the light beam traversed the 0.96-mm thickness of the
0 °C. The cell was then filled with GFwhile immersed in a sample twice. The reference leg terminated in a mirror which
water bath at a temperature just beldw. The density was had been tilted to produce 26 fringes across the diameter of
adjusted to the critical density by adding or removing; SF the cell when the sample was homogeneous. A larger tilt
until the liquid-vapor meniscus was at the proper height. Thevould have produced more fringes, giving greater position
proper height was determined from a calculation of the av+esolution for small density changes; however, when large
erage density that accounted for the position and volume afensity gradients were present, the plethora of closely spaced
the sealed capillary. When the proper height had beefringes would not have been resolved. The interferometric
achieved, the fill line was crimped, cut, and soldered at it§mages were recorded at six-second intervals by a CCD
tip. The final density was measured to be within 0.1% of thevideo camera that digitized with six bits of gray-scale reso-
critical density. lution and 51512 pixels of spatial resolution.

The distance 2, between the two sapphire windows of  In practice, we restricted our analysis to interferograms
the assembled, filled sample cell was measured using a mwith fringe shifts AN<<4. See Fig. 1. The corresponding
croscope with a calibrated stage. Measurements were madi@ctional density deviation was
at four locations at ambient temperature. The result was
277=(0.957£0.014) mm after correcting for the refractive @2 @r
index[16] of the SK. (The uncertainty cited is the standard Pc |
deviation of the meaip.

-1
AN<0.014. (3.1

dn
Pdp

(Herel=2 mm is the optical path length through thegSF

Naser IS the laser's wavelengtm=1.091 is the refractive

index [16], and the valugp(dn/dp)=0.093 was calculated
The cell was mounted inside the sample cell UBICU),  from the Clausius-Mossotti relationThe noise in the optical

an aluminum cylinder 115 mm long and 60 mm in diameter.measurement was independent of (T.), and corre-

Flush mounting of the aluminum flange faces gave goodponded to approximatekg fringe. Thus the dynamic range

thermal contact to the SCU. The SCU was the core of @f the density relaxation data was a factor of 80.

four-shell thermostat which was installed in the critical point  The density deviations induced two small optical errors.

facility (CPP [17]. The CPF provided temperature control The refractive index gradient caused the fluid to act as a

for the thermostat. It contained optical components, includprism, thus translating the image of the fluid slightly. This

ing light sources, shutters, and video and 35-mm cameragtanslation had little influence on the final analysis. The gra-

The CPF coordinated the optical and temperature measurelient also changed the optical phase. The resulting distortion

ments according to a stored program which was modified byf the interferogram was second order in the refractive index

commands uplinked from the ground during the flight. Dur-gradient, and was negligib[d.9].

ing the flight, the CPF controlled the SCU’s temperature us-

ing Peltier elements at both ends of the SCU, and a ther- IV. EXPERIMENTAL PROCEDURE

mistor thermometer mounted near one end of the SCU. This ) i .

control thermistor had been calibrated with an accuracy of 3 _1hiS experiment, denoted thermal equilibration @iEQ-

mK against a platinum thermometgt8]. Steady-state tem- B), was carried out during July 1994 in CPF, which was part

perature gradients within the fluid-filled cells within the Scu ©f the second International Microgravity LaboratdiyiL-2)
were specified to be less than 106 cm ™. on board Space Shuttle flight STS-65. The average accelera-

Four auxiliary thermistors mounted within the SCU al- tion betwe6en infrequent, shor.t thruster firings was of the or-
lowed us to monitor the thermostat's performance. Duringd€r of 10° of Earth’s gravitational acceleration.
the longest quiescent period, the 6-h interval following event
g (see Sec. IV B the temperature records were approxi-
mately linear drifts that varied from-2 to —6 uK per hour, The sample’s critical temperature was measured three
depending on the thermometer. This indicates that the SCU'8mes during the flight by slowly cooling the thermostat, and

B. Thermostat

A. Determination of the critical temperature
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TABLE Il. Observations ofT,. was present within the SCU during all of the measurements
: — : _ described here. This cell was used for direct visualization of
Time of phase transitioth:min) T (uK/s) Te (K) near-critical SE. In most respects the visualization cell was

5:20 33 318.7670 identical with the interferometer cell. In particular, it had
61:04 33 318.7687 been filled with Sk from the same supply container as the
72:43 055 318.7689 Interferometer cell. For the visualization c€ll, was deter-
mined four times. These four determinations spanned only
0.2 mK, and their average was only 0.2 mK below the aver-
ge of the second and third determinationsTgfin the in-

observing the onset of the extreme turbidity associated witt?
phase separation. Although this criterion was sufficientlyterferometer cell.
precise to locatd ;. to within two frames(12 9 of the video
tape, corresponding to less than 0.1 mK, Table Il shows that
the irreproducibility of T, was much greater. In particular,

the first and second measurementd ptliffered by 1.7 mK. During the experiment, the sample’s density distribution
We attributed this difference to an anomalous change in thgas intentionally disturbed from equilibrium 17 times. Each
temperature distribution within the SCU during the first mea-gjsturbance was called an “event,” and their characteristics
surement. We did not expect such a change because boffle summarized in Table Ill. We used two procedures to
measurements were made at the cooling Tate-3.3 uK/s.  create the density inhomogeneities. In 12 events they were
Nevertheless, the difference between the control thermomgreated by applying an electrical pulse to the cell's heater.
eter and the four auxiliary thermometers within the SCUThe pulse temporarily heated the cell’s body asymmetrically,
changed by as much as 0.9 mK between the first and secomfereby producing a nonequilibrium density distribution. Fig-
measurements. In contrast, the second and third measurgre 3 is an example of such a distribution. The other five
ments of T, differed by only 0.2 mK, even though had events were created by heating the cell from a temperature
been reduced by a factor of 6. This is consistent with thebelow T.. The preceding two-phase, inhomogeneous distri-
SCU’s temperature distribution, which did not change bybution of liquid and vapor persisted aboVe as regions of
more than 0.2 mK between the second and third measurediffering density. Figure 1 is an example of such a distribu-
ments. tion.

For the analysis in this paper, we assigned the value At the highest temperaturd,.+198 mK, the sample re-
=318.7689 K resulting from the third measurement. Thelaxed faster than the thermostat. Under this condition, the
third measurement was chosen beca(igeit immediately  quantitative interpretation of the equilibration measurements
followed the equilibration closest 6., (T.+1.4 mK), (2)  requires a detailed thermal model of the SCU, and is of little
it was the most precise measurement, é)dt agreed with  interest here. At the lowest temperatuiig,+ 1.4 mK, the
the second measurement to within 0.2 mK. sample relaxed with an apparent time constant of approxi-

There is additional, less direct, evidence that it was thamately 4 h. This slow relaxation limited the number of
first determination off . that was anomalous rather than both events which could be studied nélar during the 76 h which
the second and third determinations. A second sample cellere allotted to this experiment.

B. Creation of density inhomogeneities

TABLE lll. Characteristics of the 17 density disturbance events.

Duration of
Event (T—T¢) (MK) Temperature history/pulse energy analysis(s)
a 198.2 0.59 J/20 s 258
b 198.2 0.59 J/20 s 228
c 98.6 cool fromT.+ 300 mK, 1.03 J/1561 s 2315
d 98.6 2.7J3/5s 3021
e 98.6 2.4 J/900 s 2686
f 98.4 heat froml'.—300 mK, 0.30 J/20 s 2183
g 48.4 heat froml.—1 K 7401
h 28.4 1.41 J/2346 s 7573
i 28.7 0.73J/10 s 6547
i 28.4 0.28 J/241 s 5306
k 28.4 heat froml .—300 mK 8945
I 8.4 0.32J/21 s 9551
m 8.6 0.10 J/20 s 11 282
n 8.5 0.28 J/240 s 14 940
o] 8.4 heat fromT.—50 mK 11 360
p 34 0.28 J/240 s 16 848
q 1.4 heat fromT,—300 mK toT.+ 30 mK, then cool 25105
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FIG. 3. (Color) A sequence of interferograms and the corresponding net phase maps fromeateht- T.=8.5 mK. Eventn was
initiated by an asymmetric heat pulse. The heater’s location corresponds to the lower left boundary of the interferograms and the lower right
boundary of the phase maps. The net phase was proportional to the local density deviation from equilibrium. Each phase map is represented
by both a surface and a contour map. Zero net phase is indicated by the plane surrounding the surface and by the heavy green contour line.
The dark circle in the plane represents the cell’'s boundanBeginning of the analysis interval £0). The contour interval is equal to the
0.2 fringe.(b) Approximately one time constant later=42 min). The contour interval is equal to the 0.2 fringg.t=84 min. The contour
interval is equal to the 0.1 fringe.

V. DATA ANALYSIS The images were analyzed by a multistep procedure,

Our analysis assumed that the observed density deviatior} alled "Method 17 below. To assess potential systematic

: e o Strors that might have been introduced by this complex,
op were proport'|onal to thg tempergture dewatwif&wnhm computer-intensive procedure, we used two additional meth-
the sample. This assumption required the conditi®ms p

: . ) . ods of analysis. All three methods began by choosing an
and 6T<(T—T,.). The maximum fractional density devia- ; h . S =
tion included in our analysis wasp/p,=0.014. ThesT as- interval of time following an event. The beginning of the

. i ; s analysis interval was defined by two requiremerifs: that
;om_ated with the density deviation was sma!l. .For examplethe thermostat’s temperature was within 0.1 mK of its final
in Fig. 1 atT.+8.4 mK, the temperature deviation was

value, and(2) that individual interference fringes could be
resolved. The analysis ended when the residual fringe shifts

T[T (P 7Y (T-T.\?6p _ were comparable to the measurement’s noise. Fig(beid
oT= TIPlaT T, Pe =34 pK. typical of the beginning of an analysis interval, and Fig)1
b (5.1) is typical of the end of an analysis interval.
(HereI'=0.046 andy=1.24 are the amplitude and exponent A. Method 1. Phase difference analysis
for the critical susceptibility10], and (T/P)(dP/JT),, is the For this method, the interferograms were transformed into

slope of the critical isochore at the critical pof20].) Equa- maps of optical phase as a function of position. A reference
tions (3.1 and (5.1 confirm thatép<<p. and 6T<(T—T,) map was subtracted from the phase maps to produce a phase
throughout the analysis intervals. difference map. The phase difference maps were projected
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onto a subset of the expected spatial eigenfunctions. Theess. At each time, a two-dimensional function was fit to
time-dependent amplitude of each eigenfunction was fittedhe phase difference map in two ways. In Method 1a the map
by an exponential function to yield the time constant of thatwas fit by a sum of Bessel functions,

eigenfunction.

1. Conversion of interferograms to phase maps ¢(rv‘91t):Ao(t)fo(r)+gl bzl [Ban(t)sin(ad)
We used commercial software designed for mirror and ~
lens testing 21,27 to process the interferograms. First, the + Cap(t)cogan) JIa(Kapr), (5.2

digital image created by CPF was reformatted to be compat- ) ) i i

ible with the commercial software. Then the image WaswhereqS(r,_a,t) is the phase difference in polar coordl_nates.

masked to exclude the image of the copper spacer. The softlus the time dependence of the density perturbation was

ware located the centers of the dark fringes to define orderedescribed by the coefficientd,, By, and Cop. We in-

contours of constant phase. A two-dimensional cubic splingluded terms proportional td;(kyir), Jo(Kair), Js(Kaar),

interpolation scheme converted the contours into a phasand J;(kiJr), corresponding to the four slowest expected

map consisting of a 6464 square grid of phase values. We modes. Usually, due to its large amplitude, terms propor-

then subtracted a similarly processed reference map repréonal toJ;(k,5r) were also included.

senting the nearly homogeneous, equilibrated sample. The Method 1b was motivated by the observation that the

reference map had been derived from the last interferogramhase maps produced by heating events often resembled a

of the relaxation event, two to five time constants after thdilted plane whose tilt slowly decreased with time. An initial,

event. Figure 3 shows examples of phase difference mapgearly planar distribution of fluid density was often created

For the analysis interval following each event, we used apby heating events, as if heating had imposed a linear tem-

proximately 25 images spaced equally in time. perature gradient on the cell's boundary. We expected the
As a check on the accuracy of this conversion, we examcell's boundary to become nearly isothermal within a few

ined evenn (Fig. 3 for correspondences between the quali-minutes after turning off the cell’s heater. However, the

tative features of the phase maps and of the interferogramghase maps displayed long-lived deviations which resembled

We found two errors. First, early in the analysis interval, thea tilted plane even near the copper boundary. Therefore the

image of the fluid was translated approximately 3% of thesix terms proportional ta;(kyr), Ji(Kqor), andJyi(kygr)

cell’s diameter along the refractive density gradient. We ig-were replaced by only two terms proportionartaepresent-

nored this translation, and the mask was placed at the bounéig a tilted plane passing through the origin. The fitting func-

ary of the unrefracted image of the equilibrium fluid. Second tion was then

the phase maps in Fig. 3 do not represent accurately the large - — -

density gradients which occurred within 5% of the cell's di- ¢(r,80,t) =Aq(t)fo(r)+ By (t)r sin(8)+ Cy(t)r cog 6)

ameter from the cell’'s boundary. These gradients are visible 3

as hooks at the ends of the fringes in the first two interfero- = .

grams. Their direction indicates that the fluid’s density was +a§2 [Baz(t)Ja(kasr)sin(a)

nearly uniform at the circular boundary, as expected for a -

cell with isothermal walls. In contrast, the corresponding +Ca1(t)Ja(karr)cogad)]. (5.3

phase maps in Fig. 3 do not show gradients corresponding to

the hooks near the boundary. Instead, the phase maps show The inconsistency between our use of a tilted plane and

an unexpected smooth azimuthal dependence of the fluidgigenfunctions consistent with isothermal boundary condi-

density at the boundary. This unexpected behavior resultetions did not greatly affect the analysis of the fluid’'s time

from the limited spatial resolution of the software that con-dependence. This similarity of results is illustrated in Fig. 4,

verted inteferograms to phase maps. We ignored this error iwhere a tilt is approximated at tinte=0 by a weighted sum

the phase maps. of 100 Bessel functions obeying the boundary condition
Our neglect of these two errors had little effect on the¢(R)=0. The sum

final results because the errors were confined to the edges of

the interferogram, while our further analysis, described be-

low, fit smooth functions of position to the entire phase map. bzl B1pJ1(Kapr)exp(—t/7yp) (5.9

We made an independent test of the phase map’s ability to

characterize the interferogram's broqd features. We CaICL1f1cludes 100 exponential decays, and retains most of its lin-
lated the spatially averaged phase difference of each ma

; _MaRar character even &t T11. This representation shows that
Ideally, this average would be zero because conservation gﬁ

X - o initial condition resembling a linear tilt will retain this
mass required that the average density deviation be zero E) pearance even when the boundary conditigR) =0 is

all imes. In faqt, the average_phase d|fferenc_e was Ies_s tha} posed. An equivalent analytic treatment is presented in a
5% of the maximum phase difference, and this is ConS'SterEubsequent papét 5]

with the limited spatial resolution of the phase map and the
fill tube’s hidden volume.

100

3. Experimental time constants

2. Fitting to phase maps __ Inour analysis, each of the amplitudeg(t), B,y(t), and

The phase difference maps were assumed to be propoG,n(t) in Egs.(5.2) or (5.3 were fit by adjusting the three
tional to deviations of density averaged over the cell’s thick-parameter«, A, and r appearing in the function



57 EQUILIBRATION NEAR THE LIQUID-VAPOR . .. 443

: which approximates the Bessel sum for early times. The fits
t/1,=0 were not sensitive to variation o by a factor of 10; there-
0.1 fore we fixedt;=1000 s. The expected value gj; is given
by

03 Ty =1.047ry,. (5.7)

= An alternative analytic derivation of E¢5.6) is presented in

B , a subsequent papgt5].

1 Table IV lists the time constants,,, deduced by Method

la. Two values are listed for eaely,,, one deduced for the

- mode proportional to sii) and the second deduced for the

mode proportional to c@8). The two experimentally derived

0 — : time constants did not differ in a clear pattern. Also listed is

0 /R 1 the time constanty; deduced by Method 1b, and the time
constantr, that characterized the relaxation of the slowest

FIG. 4. Modeled evolution of the weighted sum nonisobaric mode. For some events, either the spatial fit or

>1% B,,J;(kqpr)exp(—t/imy,) of 100 Bessel functions obeying the the temporal fit was poor. In such caseg, was omitted

boundary conditionp(R) =0 and chosen to approximate the func- from the table.

tion ¢(r)=r cos@) att=0. The sum includes 100 exponential de-

cays, and retains most of its linear character ever-at; ; .

B. Method 2: Orthogonal image projection

operator scheme
K+ ALeXp(—t/7) = exp(~ tret/ 7) ] 5.5 Method 2 did not use a reference image nor did it rely on

Heret=0 was the time of the first image, ang; was the the complex software used in Method 1 to locate the centers
time of the last image. The last term accounted for the facf"c tr;]e ;rmgeds and tof |_nterpolatekthe|r c?n:]olurz..f}nsteaq, this
that att=t, the sample was not in the true equilibrium that;’ne.t 0" ug,e plazlrso 'm?g?ritad?f? atslig E)yt : ere?rt] tlrrtlzs,
would be achieved at=c. The first termK allowed for ~ YP'cally © or S ta%ar. d tﬁ :j.;rence etween he I(t)'
noise in the reference image; it was always insignificant. Aérﬂ:gesyw;ns gg?o%uoﬁal, ?rrr:age eanli T)ryert]ﬁg g?gagri‘uwni:orrr\mofl-
examples, Fig. 5 shows four of the exponential decays assd- ) ) . .
ciatedpwith e\g/]en'n atT.+8.5mK P y interest. The resulting array was spatially integrated to yield
In Method 1b. th ¢ .I't d ~B- ¢ 4Gt a scalar proportional to the amplitude of the image differ-

a nmeij t(()) have th: tar;ngcljg :nalé(n)ceagf antil!éf)nyc\:aere m &nee, projected onto the eigenfunction. This scalar was as-

Ssu nave ' Pe Infinité SUM @ med to have the same exponential time dependence as that
Bessel functions instead of a single exponential decay. Th f the corresponding mode. This alternate method provided a
&luable check on the results obtained with Method 1.

The intensity fields in the interferograms could be de-

and Cyy(t) with the four-parameter function scribed by the general form
K+A{exp(—t/7y) exd —0.287/(t+1to)/ 7] li(r)=Ei(r)+Fi(r)cog ¢i(r)], (5.9

—exXp( —tref/ Tiir) €XH — 0.287/ (tiet+to)/ miel},  (5.6)  wherei=1 and 2 for the two images at timeésandt,, and
¢;(r) is the optical phase shift. In principle, the functions

0.9 : : | Ei(r) andF;(r) could account for artifacts such as nonuni-
J,(K,1) cos(®) form illumination of the sample. In practice, we approxi-
Exponertial decay mated these functions by the constaktsand F. Thus, to
of isobaric modes analyze the difference betweé(r) andl,(r), we let

at T, +85mK

I,=E+F cog ¢1(r)+d¢(r)]
=E+F cog ¢,(r)]cog ¢(r)]

mode amplitude
=]
o

—F sin{¢(r)]sin o¢p(r)]. (5.9
Relying on the small angle approximation fék(r), the
J,(kr) cos(6) fluid-induced change between the two images was
o | | 5 (N =1o(N=F8¢(nsifgy()]. (510
0 500t(i)me (seoom 15000 From one of the two images, say(r), we generated an

imageD(r), which was orthogonal in the sense that
FIG. 5. Time dependence of the amplitudes for several of the

modes of even at T—T.,=8.5mK. The lines are the best fits to I,(r)D(r)d2r =0. (5.11)
an exponential decay.
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TABLE IV. The time constants,,, (in secondsfor various modes. Entries denoted byrave been corrected to account for the thermal
conductivity of the sapphire windows. Entries denoted by T are affected by time-dependent temperature gradients in the sample cell unit.

Event T-T. Ti1c Tiis T21c T21s T31c T31s Ti T12s Tix T13s Tilt 7o
(mk)
a 1982 198 146 207 233 179 138
b 1982 124 375 111 302 150 133 180 219
c 98.6 400 403 358 360 318 317 373 332
d 98.6 408 413 380 385 360 366 306 318 404 348
e 98.6 405 409 380 377 371 367 320 332 390 331
f 98.4 422 463 456 405 322 365 354 441 420
g 48.4 859 807 728 677 765 678
h 28.4 1075 1141 1038 993 967 961 799 854 1087 883
[ 28.7 1098 1077 1055 968 963 942 851 813 1051 866
j 28.4 1111 1167 1038 1146 1017 1052 821 901 1078 899
k 28.4 1194 1147 1068 1071 975
[ 8.4 2670 2710 2840 2270 2340 2360 2040 2050 2740 2340
m 8.6 2500 2320 2070 2340 2210 2330 2180 2010 2400 2040
n 8.5 2660 2770 2300 2350 2420 2420 2120 2220 2510 1950
0 8.4 2370 2270 2350 2250 2250 1940 2530
p 3.4 5600 5470 5020 4350 4930 4630 4390 4060 5440 3970
*p 34 *51200 *5010" *4710 *4080 *47200  *4430" *4290" *3960'
q 1.4 15110 13630 11500 10130 7500 10360 19260 9230
*q 1.4 *13110 *11830° *10380 *9140 *6940 *9580 *17970

To obtainD(r), we first performed a Fourier transform on ner. (The sine and cosine results are averaged to yield a

[1(r) to obtainl (k). We then defined single time constant;;.) The uncertainties listed are the
_ standard deviations of the fits to the time dependence. They
~ 1.(k) if k,=0 do not account for any other uncertainties. For evenénd
D(k)= 0 if k,<0J" (5.12 n, the two methods disagreed. However, the disagreement

was smaller than the scatter among multiple measurements
The orthogonal imag®(r) was then obtained as the imagi- made at the same temperatui®ee Table V).
nary part of the inverse db(k). Method 2 was unable to separate ti4), (12), and(13)
To obtain a useful form oD(r), we assumed that the modes, all of which have the same angular dependence. This
fluid-induced phase shifi¢,(r) and the spatial variations of was attributed to the approximations of the illumination
E;(r) andF;(r) were small compared to the phase shift fromfieldsE(r) andF(r) in Eq. (5.8 by constants. In reality, the

the interferometer’s reference mirror. Then illuminations varied by as much as a factor of 2 across an
L image. Because of this difficulty with Method 2, we used
D(r)=3F sin ¢4(r)]. (513  Method 1 in our final analysis.

We could then write the projection integral of the image

differences as C. Method 3: rms deviations

_ 2 sin(ad)| , In Method 3, as in Method 1, a sequence of phase differ-

Pl_PZ_f d=r[11(r) =12(r)]1D(r)Ja(Kabh)) cogag) (47T ence maps was obtained by subtracting the final reference

(5.19 phase map from the preceding phase maps. The rms devia-

tion of each phase difference map was then calculated, and

We fit P, — P, by the functionA exp(~t/7,,) to obtain the  the tabulated data were then fit by an exponential decay to
time constant of the modea(b). yield an effective time constant.

Table V compares the results for thg mode whe_n three Method 3 was used only during the IML-2 mission to
events were analyzed by both methods in a consistent magpain a quick estimate of the experimental time constants. It

assumed that the time dependence of the relaxation was that
of a single exponential decay. According to our model, this
assumption was only approximately true because it holds
only in the limit of a disk of infinitesimal aspect ratigy /R.

TABLE V. Comparison of Methods 1la and 2.

Event (T—-T.) (mK) 74;(s) (Method 1a 744 (S) (Method 2

d 98.6 4114 4635 The strength of Method 3 was that it made no assumption
h 28.4 11039 110715 about the spatial dependence of the density distribution. The
n 8.5 2675-17 2478+32 results of Method 3 agreed to within 30% with those of

Methods 1 and 2.
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VI. RESULTS

14
uncertainty in <&
121 calculated Df 5 DDDEP

1.0

With the possible exception of evegtat T.+ 1.4 mK,
the data were analyzed at times sufficiently long after the
event that exponentially decaying density inhomogeneities
were expected. As Fig. 5 shows, the amplitudes of the modes
are fit well by exponential decays.

The ratios of the initial amplitudes of the various modes
depended strongly on the method used to disturb the fluid. In 108
particular, the amplitudes created by heating from an initial
two-phase state to a one-phase state differed greatly from the
amplitudes created by asymmetric heating of an initial, uni- 10°
form, one-phase state. However, we saw no effect on the

0.8

Dr/ (D" + Dge*v)

06 s oand Lol il U

(a) Dgé’ + Dgerty

TTTTTTY

time constants. =
@ 410
B0
A. Comparison with light scattering measurements ofD & F < density relaxation

. - . o Jany & Straub (1987)
We tested our understanding of equilibration by compar- light scattering

) ) 10—11
ing the present values @+ with those measured by others.

A Fekeetal. (1971)

We used the relation - Vgt scattenng
2 '2 2 71 10_12 1 1 ||||||| 1 |||||||| 1L 1 ||||||| 1 1 |||ﬂi.l'|'
4% 4(japta’) (2o|? 0001 001 0.1 1 10
Dr=— 2 B (6.1)
T Tap T R (T-T.) (K)

. FIG. 6. (a) Experimental and calculated values of the thermal
to calculateDy from each of the 4—7 time constantg, iffusivity D . The dashed line was calculated from the asymptotic
measured from each event. We averagedhealues from  (erm, Eq.(6.10, and the solid line was calculated from E§.11),
each event, and used the root-mean-square deviation of theggich includes the asymptotic term and a correction term. Neither
values from their mean as a measure of their uncertainty. Th@rm has adjustable parameters. The present results are the mean
error bars placed on selected points in Fig. 6 indicate thisalues ofD+ derived from the time constantg,, listed in Table 1V,
rms deviation. Figure 6 also includes valuesipf deduced  excluding gradient-affected dafay, for eventsp andq). (b) The
from light scattering by Feket al.[23] and Jany and Straub ratio of the data td® calculated with Eq(6.11). The dashed lines
[24,25. In the temperature range where the present measurédicate the calculated diffusivity’s 6% uncertainty. The error bars
ments and the light scattering data overlap, the agreemeittdicate the rms deviations of the values®f from their mean.
between the present measurements and the data oefFeke
is better than the agreement between the two sets of lightected time constant,,. Its value was greater than that of

scattering data. the uncorrected time constant,, by the ratio

This is expected since the data of Felteal. were taken at _ 2 ,
a smaller anglé4°) than those of Jany and Stra(&*—109. Tab  (T12)°+]3p(Z0/R) 6.2
Although both papers calculated diffusivity by dividing the a_ (520)2+j§b(20/R)2’ 6.2

measured fluctuation decay rate by the square of the scatter-

ing wave vector, the smaller wave vector of Feltel. made  \where the wave vectdj is given by

their apparent diffusivity a better approximation to the hy-

drodynamic(the wave vector goes to zgrdiffusivity. (The _ _ N sapphir

lower values of Jany and Straub’s data within 30 mKTof (qzo)tar(qzo)=jab(zolR)()\—j. (6.3
are consistent with an error of 5 mK ih—T,, less than the Sk

6
10-mK precision of the datg24].) o o
Here the thermal conductivity of sapphire is given by

Nsapphire=40 W m 1 K™ [26]. The greatest correction was
B. Correction for the cell’s finite thermal conductivity for the modeab=(11) atT.+ 1.4 mK. At this temperature

For the data closest f,, we applied a correction to Eq. We estimatedsg, according to
(6.1 which accounted for heat currents in the cell’s walls
driven by the fluid’s relaxation. Nedr,, these currents were Nsp,=pCpDt
large enough to induce a temperature gradient in the sapphire
windows. The divergence of thermal conductivity near the | [Pc)[Tc P 2 -
liquid-vapor critical point makes this effect important close T P aT (I'e™?)
to T.. The correction was calculated analytically by approxi- Pe
mating the sapphire windows as cylinders of radRignd (6.9
infinite thickness. At the boundary=R, the temperature of
both the fluid and the sapphire was held constant. At thend the resulting calculated ratio wag/ 7,,=1.15. Ther,,
boundariesz= * z,, the temperature fields of the fluid and in Table IV which are marked by have been reduced by the
the sapphire were matched. The solution yielded the coreorrection factors from their apparent valigg, .

Dr=1.2Wm 1K1
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TABLE VI. Properties of Sk used to extrapolat® towards  asymptotically correct extrapolation can be found in Ref.
Te. [27]. One assumes thdd; can be separated into a back-
ground partD® and a critical parD$ [28],

Property Value Reference
AP©
Te (318.769-0.003 K [this work] D;=D%+DS%=— , (6.5)
P. 3.76x10° Pa [10] pCp  pCp
730+7) kgm 3 10,3 i
Pe ( ) kg m 10 10,31 where\? and\® are the background and critical parts of the
& (1.88+0.06)x 10 m [32,33 by - ; \
I 0.046 [10] thermal conductivity. Far from the critical point, one requires
T P (aPIaT 68 20 complicated expressions forp and \° to describe the
(bc o)( Do o1 W. 1yt [20] “crossover” between the noncritical and critical regions.
A 0.0 m e [30] However, for the present purpose, we simply used the
o (3.92:0.04)<107" Pa s [29)] asymptotic forms for both terms.
(Qoto) 1.30:-0.04 [38] The background term is
Rp 1.00+0.04 [36,13
oo TAP\[T oP] 2 ) 6.6
C. Exclusion of data affected by the thermostat's (DT)ror= I'P,)|P T € ©.6

. . P
time-dependent temperature gradient ¢

Temperature gradientsiT/dx)scy in the SCU that were whereP, is the critical pressurd, is the amplitude for the
independent of time would not have affected the apparenteduced susceptibility, angl is the associated universal ex-
relaxation times because the associated density gradien@onent. The critical term of EG6.5) is
were subtracted using the reference image. In contrast, the
time dependence of the thermostat's temperature gradient (D) _ RpksT
(dT/dx)scy limited the accuracy of the data close TQ. TT=Te 6mpé
Within 4 mK of T, the relaxation rate of the fluid’'s tem- . . _
perature gradientdT/dr)q,q across the cell’'s diameter was where Rp is a l_vaersaI con;tankB is BoIt;mann's con-
small enough to be comparable tdT/dx)scy. Under this stant, 7 IS _the viscosity, ands IS the correlat!on_ length for
condition, the effects Ode/dX)SCU are comparable to the microscopic density fIU(_:tuatlpns. Substitution of the
relaxation of fluid modes. asymptotic forms for the viscosity
. The importance pf this effect is demonstrated by compar- (711 = 10(Qoko) e Y, 6.9
ing (dT/dX)gcy with (dT/dr)q,q for event g at T, ¢
+1.4 mK. During the analysis interval, the fluid mode pro-
portional to J;(kqr)cos@) had an initial amplitudesT
~3uK, and it relaxed with an .apparent. time constant of (&)1 7. =€ " 6.9
m11~1.4x10% s. The characteristic relaxation rate of the flu- ¢
id’s temperature gradient across the cell's diameter was thu

(6.7)

and the correlation length

o e ives
(dT/dr)gig= 6T/(RT1)=4x 108K m~ts™t,  which is

only twice the rate qT/dX)gcy=2%x108Km st in- . RoksTe(Qofo) " .

ferred from the auxiliary thermistors during the same inter- (DP)ro1.= ™. (6.10

6
val. (See Sec. Il B 70é0

If the gradient (T/dx)scy is linear inx, the only modes  ere ¢ is the correlation length amplitudey, is the back-
that are affected by its time dependence are those Propofound viscosityQ, is a characteristic wave vector, and the
tional to eitherd, (kypr)sin(f) or Jy(kypr)cos@). When de-  ayponentsy=0.63 andy=0.04 are universal exponents for

riving the thermal diffusivityD+ for eventsp andq, we  he correlation length and viscosity, respectively.
excluded the time constantsy,. The exclusion reduced the  Tha data used to determin®?); . and O%);_; are
—le —lc

normalized rms deviation dd; from 0.25 to 0.14 for event listed in Table VI. The background viscosity, was calcu-

g lated by interpolating Hoogland, van den Berg, and Trappe-
niers’ viscosity measuremenf&9] made in a density range
which includedp.. We adjusted the value measuredTat
Table VIl lists the present measurement®gf, which are  +14 K to that expected & by using Table Ill of Ref[29].
averages of thé¢ values derived from each event's time The result is7,=(39.9£0.4) uw Pas. We assigned a 1%
constantsr,,. The 7,, were corrected for the cell's finite uncertainty ton, due to the 1% rms scatter in the values of
conductivity as indicated in Table IV, and the gradient-p reported in Ref[31]. The correlation length amplitudg
affected datg 7, for eventsp andq) were excluded from is Cannell’'s valug32] adjusted by Moldovef33] for con-
the final averages. sistency withv=0.63. The 3% uncertainty if reflects Can-
At temperaturesl — T.<20mK, there are no prior mea- nell's assessment that his measurementshafd an accuracy
surements oD+ of SK;. Therefore we compared our data at of “a few percent.” Because the exponepwtr=0.06 is so
T-T.=1.4, 3.4, and 8.5 mK with an extrapolation of small, the quantity Qo&,) ~Y'” is expected to vary little from
D+1(€), wheree=(T—T.)/T. is the reduced temperature. An fluid to fluid. It is 1.28 for xenon, and 1.32 for GOFor Sk

D. Comparison with extrapolations of D
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TABLE VII. Measured thermal diffusivities. quadrature of the uncertainties discussed above.TKoF
+20 mK, the background term of E¢6.11) is so small that

Event T—Tc) (MK) Dr (107" m*s™) the uncertainty of Pr)y__is determined solely by that of
a 198.2 41.19.1 Dg. Figure 6 compares the present datal])orxpTC calcu-
b 198.2 50+20. lated from Eq.(6.11). Our data aff—T.=1.4, 3.4, and 8.5
c 98.6 21.580.37 mK agree with the extrapolation @+ to within the com-
d 98.6 21.56:0.30 bined uncertainties of our data and @ .
e 98.6 21.350.60
f 98.4 19.85-1.98
g 48.4 10.77-0.62 VII. CONCLUSIONS
h 28.4 8.10-0.23 The present results support our quantitative understanding
i 28.7 8.15-0.23 of the late stage of equilibration of one-phase states near the
j 28.4 7.68-0.30 liquid-vapor critical point. First, the amplitudes of the ther-
Kk 28.4 7.32£0.03 mal modes decayed exponentially in time. Second, although
I 8.4 3.41-0.20 the method used to disturb the fluid greatly influenced the
m 8.6 3.65-0.32 initial spatial dependence of the density, it did not affect the
n 85 3.40-0.22 measured time constants. In other words, the time constants
o 8.4 3.69-0.14 depended only on reduced temperature, and not on the sam-
D 3.4 1.90-0.14 plefs.hlstory. Third, the value:'s mferre@ for the thermal Q|f-
q 1.4 0.92:0.14 fusivity Dy are consistent with published light scattering

measurements, and they agree with an asymptotically correct

extrapolation close td. .

we used the value 1.30.04, where the uncertainty is an ~ On Earth, gravity’s complications have prevented a de-

estimate based on the availability of only two val(ig4,35. finitive test of the understanding of late-stage equilibration
The largest uncertainty iD$ comes from the factoRy, . near the liquid-vapor critical point. The present work has

Burstynet al.[36] analyzed data from light scattering in the €xperimentally confirmed this understanding at temperatures

liquid mixture nitroethane plus 3-methylpentaf@7], and  @s close tdl; as 1.4 mK.

found Rp=1.01*+0.03. Berg and Moldovef13] combined

their new, _accurate v?scosity dgﬁﬂB] with G'L'lttinger and ACKNOWLEDGMENTS

Cannell’s light-scattering data in xend89,4Q to find Rp

=0.99*+ 0.03. Here the uncertainty af 3% was assigned to This experiment was made possible by the Critical Point

be similar to that for Cannell’s measurement£df32]. (G- Facility, originally conceived by A. Michels of the Van der

tinger and Cannell’s original assignment of 5% included theWaals Laboratory in Amsterdam. The construction and man-

uncertainty of the older viscosity data&Consistent with these agement of CPF was funded by the European Space Agency.

two experimental determinations, we used the vaRpe  Principal participants were D. Her, B. Jan, and their

=1.00+ 0.04. This value is lower than the various theoreticaDASA-RI/ERNO team, and M. Cork and T. DeWandre of

calculations oR discussed in Ref27], which varied from ESA/ESTEC. R. Kusner, A. DeGennaro, M. Bayda, and H.

1.03 to 1.20. Nahra supported mission planning and operations. We re-
Equation(6.5) has the asymptotic form ceived much stimulation from Professor J. Straub, who col-
laborated on the original experiment TEQ. We also wish to

(D)1= Dpel24+ Dged63r0.04 (6.1)  thank the IML-2 crew and the mission support staff at Mar-

shall Space Flight Center, all of whom helped make this a

where  DJ=1.32x10" % m?s™%, 6=(4.05-0.24)  successful microgravity experiment. This work was sup-

x10"8 m?s™%, and the uncertainty irD§ is the sum in  ported in part by NASA under Grant No. NAG3-1395.
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