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Abstract 
A standard methodology exists for estimating the flux from front 
projection displays by sampling the projected illuminance of a 
white source signal. With the advent and use of white projection 
primaries, a dramatic increase in flux can be achieved over the 
combination of red, green, and blue primaries alone. However, 
saturated-color areas in an image are constrained to low flux 
levels relative to the display maximum and further undergo a 
perceptual compression in relative lightness when a white 
primary is used. As a result, bright saturated colors cannot be 
rendered accurately and the appearance of full-color imagery is 
distorted. Due to these problems, the display of color-accurate 
imagery does not generally use the white primary. We verify a 
measurement method that fills the need for providing an 
equivalent flux measurement that will better describe the 
performance of all RGB and RGBW projectors when they render  
full-color imagery. 

1. Introduction 
It has been observed that digital projection-display 
devices that include a white (W) image field or 
white sub-pixels in addition to the “standard” set of 
R (red), G (green) and B (blue) primaries can reduce 
the effective perceptual color gamut of projected 
information. [1, 2] This reduction is manifest by 
intended bright, saturated colors being constrained 
to low flux values, both absolutely and relative to 
the maximum white of the display. In such RGBW 
displays, the white “primary” darkens bright colors 
in two ways: (1) Relative to RGB displays, the 
illuminance of pure R, G, or B is low because the 
white primary must share the screen area or active 
projection time even when it is shut off, and (2) The 
visual system tends to adapt to the prevailing light 
so that perceived white stays the same; hence a 
high-illuminance white will depress the perceived 
brightness of other colors. To see adaptation 
working in the reverse direction, one can make 
bright, saturated colors look even brighter and more 
saturated by artificially depressing the white in a 
scene. [3] Such variations in the effective perceptual 
color gamut of imaging devices such as projection 
displays may be readily characterized via perceptual 

experiments with human observers and can be estimated by the 
use of three-dimensional color spaces such as CIELAB or color 
appearance models such as CIECAM02. [4, 5] However, rather 
than address the subtleties of visual adaptation and its effects on 
perceived color, we choose a metric for RGBW displays that is 
based on simple optics, namely the sum of the fluxes of the full-
on pure primaries R, G, and B. 
Whereas the color gamut reductions described above may not be 
important for the presentation of simple text and some graphics, a 
reduction in the perceptual color gamut can be highly 
objectionable when imagery is viewed. Thus, we consider here 
two modes of projector operation: a text/graphics mode and an 
imagery mode. The text/graphics mode can use a white primary 
component in addition to the RGB primaries. The imagery mode 
will use only the RGB primaries without any contribution from 
the white primary. We limit our discussion to front projectors that 
are intended to use standardized RGB signals such as the sRGB 

specification. [6] (Any future use of the white 
primary to enhance only certain highlights in an 
otherwise normal scene is not considered here 
as well.) We want to be able to characterize the 
projected luminous flux of any projector in both 
modes.  
Figure 1 shows an example of a test pattern 
based upon the Macbeth ColorChecker® [7] 
that depicts the difference between the 
text/graphics mode and imagery mode in a 
projector that includes a white primary 
component. The top image is the original digital 
image sent to the projector. The middle image is 
a photograph of the screen with the projector in 
the imagery (RGB) mode, and the bottom image 
is a photograph of the screen with the projector 
in the text/graphics mode including a white 
primary component (RGBW). You will note 
that the introduction of the white primary tends 
to provoke a relative darkening of the colors 
compared to the white level along with shifts in 
the perceived hue and color saturation. These 
photographs can provide only approximations to 
how the projected images actually look, but they 
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convey a reasonable impression 
influences imagery.  
To characterize the effective light output of digital projectors to 
be used for the accurate rendering of color imagery, and to 
compare the color-balanced performance modes of RGB 
projectors with those employing an additional white primary 
component, a method has been proposed in the literature by one 
of the authors that employs a nonatile (nine-tile) trisequence of 
RGB blocks—see Figure 2. [8] This method, which is intended to 
avoid the contributions from any white primary components, is 
compared with the full-white-screen method outlined in the 
existing measurement standards for fixed-resolution 
projectors. [9] Rather than our measuring a white screen, this 
method measures the three tiled patterns and combines the results 
to provide a flux estimate based only upon the RGB primaries 
without a white primary contribution. The nonatile trisequence 
patterns are referred to by their diagonal color: NTSR has a red 
diagonal, NTSG has a green diagonal, and NTSB has a blue 
diagonal. The use of the tiled patterns containing blocks of all 
three primaries rather than three simpler full-screen primary 
patterns is to help avoid any addition of a white primary (the 
number of measurements that would be made is

Figure 2. Nonatile trisequence patterns. 

2. Theory 
We will employ the correct terminology “flux,” whereas the 
projection industry and existing or proposed standards use the 
coined term “light output” for measurements of the white screen 
and “color output” for measurements of the flux that use the 
nonatile trisequence patterns (Figure 2), where an
component and other complications are avoided.  
In part, the method employed to measure the flux is based upon an 
existing standard. [9] That standard calls for a sampled 
measurement of the illuminance EWij of a projected white image 
in nine places at the center of rectangles that divides the full 
screen approximately (±2 px) into a 3 × 3 matrix of equally sized 
rectangles. The estimated flux of the white screen ΦW is the 
product nce and the measured area A of the 
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All the measurements made for this document confined the 
position accu
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diagonals are specified by vectors p and q—see Figure 3—the 

he magnitude of the cross product of the 
diagonal vectors: [10] 
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 % or less of the centers of the 3 × 3 
rectangles.  
The area A is the area of 
the projected image on the 
projection screen (a plane 
in space and not an actual 
screen was used for all the 
measurements made for 
this document). Because it 
is difficult to position the 
projected area exactly onto 
a specific size of screen, 
we must account for the 
actual projected size of the 
image. Given a general planar convex quadrilateral where the 

area is given by half t
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so that all 
components in the z−direction are zero. This reduces to 
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where x is the horizontal position (positive to the right) and y is 
the vertical position (positive up) with the origin at the bottom left 
of the measurement plane defining the imaginary screen in our 
case. To establish a simple estimation of the uncertainty in the 
area measurement, define a square with the same area as this 
distorted rectangle A = s2. Given that each side has the same 
uncertainty δs in its measurement, to a good a

11 qpqpA −=×= qp , (3) 

pproximation the 
relative uncertainty of the area measurement is  

 ssAA /2/ δδ = . (4) 

At the time the original standards were written and adopted with 
revisions by other standards organizations, white primaries (or, in 
fact, any additional primaries used in combination with R, G and 
B) were not commonly present in projection systems. Because of 
the different modes that can include the contributions of a white 
primary, we make the distinction between the projector flux ΦW 
with a possible white primary includ

p q 

ed and the projector flux 

 
illuminances from each pattern at that loc

ΦRGB that includes no white primary.  
For measurements using three nonatiling trisequence patterns, the 
equivalent illuminance Eij for any location i, j is a combination of

Figure 3. Area of projected image.

the ation (see Figure 2): 
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The estimation of the flux Φ  is obtained by multiplying the 
average equiva
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primary. For measurements using the white screen, the flux ΦW, 
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imary, depending upon 

3. Apparatus and Measurement Results 
The chosen size of the projected image is 1.2 m × 0.9 m, having 
an aspect ratio of 4:3. The area is approximately A = 1.08 m2. A 
metal framework outlines the intended image area with black felt 
behind and above the framework in order to reduce contamination 
from scattered light. The projector rests on rails that are 

nal to the image plane and at the bottom of the framework. 
orners of the framework are millimeter arrays that permit 

all of an integrating 

ary showed dramatic increases in flux 
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Table 1. Luminous flux Φ based upon sampled illuminance
measurements. 

the accurate measurement of the projected image. 

A spectroradiometer views the front interior w
sphere of 150 mm diameter. The wall of the sphere is made of 
sintered-powdered polytetrafluoroethylene with a photopic 
photodiode embedded in the front wall of the sphere—see 
Figure 4. The lens is wrapped with black felt to seal the 
measurement port from stray light. The spectroradiometer-
integrating-sphere assembly is moved to the nine points by a 
positioning system. 
Five front projectors were measured; three included a white 
primary and two did not—see Table 1. The projectors not 
containing a white primary measured approximately the same for 
a white screen as for the nonatiling trisequence. The projectors 
containing a white prim
from the nonatiling trisequence to the white screen, as much as a 
70 % flux increase.  

. Measurement Uncertainty 
 expanded relative uncertainty with a co
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Table 2. Relative uncertainty evaluation. 
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Figure 4. Spectroradiometer and integrating sphere. 



  

 

ment of the placement of the im
Referring to Eq. (4), s = 1.039 m, and we will take δs = 6 mm.
The resulting relative component uncertainty in the area of the 
projected image is estimated to be δA/A = 0.82 %. Full details of
this measurement process and uncertainty analysis are available in
a NIST internal report. [12] 

ion grating, and another 
rger lens focuses the spectral image onto the detector array of 

the high-speed camera. Figure 5 shows the results from the high-
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[12] E. F. Kelley, K. Lang, L. D. Silverstein, and M. H. Brill, "A 
Rational Methodology for Estimating the Luminous Flux 
Based upon Color Primaries from Digital Projection 
Displays," NISTIR 6657, 29 pp. , January 2009. 
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 white screen is measured within one 
 

speed spectrometer when aAs an example of the estimation of an uncertainty, the uncertainty 
in the framework defining the area is estimated to be 2 mm. We 
estimate the uncertainty in the horizontal or vertical measurement 
of the projected image to be 6 mm to account for any imprecision 
in the sharpness of the focus of the projected image at the edges as 
well as accuracy in measure

frame. Violet is on the left, red on the right. The red spectrum has
been enhanced to make it more visible.  

age. 
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Figure 5. High-speed, low-resolution spectrometer results.

3.2. Determination of Compositions of White 
and Primaries 

To prove whether or to what extent a white primary is present, a 
high-speed, low-resolution spectrometer was developed to 
determine how each projector renders a white or primary-color 
screen in each mode of operation. In order to be sure that a certain 
projection mode does not add in a white primary component, the 
spectra of the white screen can be monitored in time. A collimated 
detector consists of a short-focal-length lens with a polished end 
of a 2 mm diameter plastic fiber-optic cable with black protective 
sheath placed at its focal point. The cable is routed to the 
spectrometer. The end of the cable at the spectrometer is 
elongated vertically and narrowed horizontally. A lens collimates 
the output of the cable into a diffract
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