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Many nanopatrticles have short-range interactions relative to their size, and these interactions tend to
be “patchy” since the interatomic spacing is comparable to the nanoparticle size. For a dispersion
of such patrticles, it is no& priori obvious what mechanism will control the clustering of the
nanoparticles, and how the clustering will be affected by tuning various control parameters. To gain
insight into these questions, we perform molecular dynamics simulations of polyhedral
nanoparticles in a dense bead-spring polymer melt under both quiescent and steady shear
conditions. We explore the mechanism that controls nanoparticle clustering and find that the
crossover from dispersed to clustered states is consistent with the predictions for equilibrium
particle association or equilibrium polymerization, and that the crossover does not appear to match
the expectations for first-order phase separation typical for binary mixtures in the region of the phase
diagram where we can equilibrate the system. At the same time, we cannot rule out the possibility
of phase separation at a lower temperature. Utilizing the existing framework for dynamic clustering
transitions offers the possibility of more rationally controlling the dispersion and properties of
nanocomposite materials. Finally, we examine how nanocomposite rheology depends on the state of
equilibrium clustering. We find that the shear viscosity for dispersed configurations is larger than
that for clustered configurations, in contrast to expectations based on macroscopic colloidal
dispersions. We explain this result by the alteration of the polymer matrix properties in the vicinity
of the nanopatrticles. We also show that shear tends to disperse clustered nanoparticle configurations
in our system, an effect particularly important for processing2@3 American Institute of
Physics. [DOI: 10.1063/1.1580099

I. INTRODUCTION tions, which offer direct access to the particle coordinates

) ) o ) from which the state of dispersion can be obtained and the
The rapidly expanding study of organic/inorganic nano-

) s off h ibility of sub ial i molecular factors that control dispersion elucidated. Simula-
composnet rn_aterlats 'OI ers t et_p055| ' |t_y N ¢ su stant;]a '_m'ions thus provide an opportunity to quantify how thermody-
provements in material properties, ranging from mechanicay, ;. onq processing variables or parameters, such as tem-
to electrical properties, with only very small amounts of in- . . . .
organic additive dispersed in an organic matik Disper- peratureT, loading ¢, particle—polymer interaction strength,

: and shear, affect the state of dispersion and the bulk nano-

sion of nanoparticles—such as platelike nanoclays, nano

tubes, or polyhedral nanoparticles—into a polymeric rnatriXcomposite properties. Moreover, we expect that the particle

can have a tremendous impact on the properties of polymerigUStering strongly affects nanocomposite properties and may
materials. Unfortunately, it often has proved difficult to form P& @n éxample of ubiquitous clustering phenomena—as ob-
stable dispersions of nanoparticles in polymer matricesServed in natural materialg.g., wool, silk, cottop biologi-
slowing the rate of progress. cal systemge.g., actin and fibrip and traditional condensed
The proper characterization of these materials is furthePhase materialge.g., thermo-reversible gels, colloidal sus-
complicated by the fact that the physically relevant lengthPensions, equilibrium polymerizatipfi~’ Hence it is valu-
scales range from macroscopic to molecular dimensions. Agble to analyze how clustering properties of nanocomposites
a result, simulations, or an analytic solution, of model nanofit in this broad range of systems, so that knowledge from
systems that provide insight into basic scientific questionghese seemingly unrelated systems can be integrated to aid
and processes are an important tool to be exploited. Ththe development of new nanostructured materials.
experimental complications that make quantifying particle  Given the range of possible nanoparticle interactions,
dispersion challenging pose no barrier to molecular simulathere are a variety of possible mechanisms that might control
the clustering and dispersion of nanoparticles. It is aot

dpresent address: Department of Physics, Wesleyan University, MiddletowP10r1 Cle_ar whether nanOpa_rt'C_le clustering ShOU|_dI arise
CT 06459. Electronic mail: fstarr@wesleyan.edu from ordinary phase separatidfirst-order for noncritical

0021-9606/2003/119(3)/1777/12/$20.00 1777 © 2003 American Institute of Physics

Downloaded 03 Feb 2004 to 129.6.154.32. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



1778 J. Chem. Phys., Vol. 119, No. 3, 15 July 2003 Starr, Douglas, and Glotzer

concentrationsas is common in binary mixtures, or from a the length scale parameter of the LJ potential, and shifted so
dynamic clustering, as in the self-organization of micefles, that the potential and force both smoothly vanish at the cut-
that does not involve any thermodynamic discontinuity, oroff. Bonded monomers along a chain are connected via a
from some other unexpected mechanism. Simulation cafinitely extensible, nonlinear elastiEENE) spring potential,
help to distinguish the mechanism for dispersion in such sys-
tems, within the limitation of the model complexity and the Urene(1) = —k(Rg/2In(1~(1/Ro)?), @)
time and length scales accessible. wherer is the distance between neighboring monomers, and
Previous simulations have elucidated the detaileck=30 andR,=1.5 are adjustable parameters that have been
changes in structure and dynamics that occur near a nanopahosen as in Ref. 9. Since we do not aim to study a specific
ticle surfacé™> and possible mechanisms for polymer, we use reduced units in whigh=c=c=1 (¢ is
reinforcement? and theoretical approaches used to modethe [ J energy parameter andis the monomer magsSimi-
colloidal systems have been adapted to predict morphologiggly, the length is in units o, the time in units ofr\m/s,
of claylike nanocomposite$. Building on these works, we and the temperature in units efkg (kg is Boltzmann’s con-
focus our attention on characterizing particle dispersion andtany. In a number of the figures, we use error bars to rep-
bulk composite properties using molecular dynamics simularesent the statistical uncertainty in the calculations; these un-

tions of model nanoparticles embedded in a dense melt fertainties are obtained from fluctuations of the time
unentangled polymers. To capture the qualitative effects ofyerages.

atomic Structure, the model nanoparticle consists of a collec- In prior Wor‘k,9 a Single nanopartic|e was modeled as a

tion of force sites bonded together to form an icosahedratolection of 356 LJ particles bonded together in an icosahe-
particle, whose diameter is roughly equal to the radius Ofjral geometry. This geometry was chosen in order to capture
gyration of the surrounding chains. This model nanoparticleyeneral features typical of both traditional filler partictés,
resembles a § “Buckyball,” but with fewer facets. We  sych as a primary carbon black particle, and nanoparticles of
probe the effect ofp, T, and interaction strength on the state polyhedral geometr§?>=2° To study many such nanopar-
of particle dispersion. In doing so, we use specific heat, comjcles in a dense melt at a reasonable loading would involve
bined with the potential energy, as a reliable metric to indi-o(lo‘i) particles, and hence would require extremely large
cate the state of dispersion; similar experimental measuregmounts of CPU time, particularly given the slow dynamics
ments may also be sensitive to particle clustering. Wanyolved in clustering or dispersing of the nanoparticles.
carefully characterize the particle clustering to determine th&ynile this is feasible for a few select systems, it would se-
mechanism of dispersion. Our results suggest that the crosgerely limit the scope of parameters we can explore.

over between clustered and dispersed states is not analogous as g compromise, we maintain icosahedral geometry,
to the phase separation of a binary mixture, which we ratiopyt use only 13 LJ particles—one at each of the 12 vertices
nalize by comparing with g and colloidal system$:**The  of the icosahedron, and one at the center. The resulting icosa-
nanoparticles appear to undergo a reversible and continuoyigdron has a diameter approximately equal to the radius of
crossover from dispersed to clustered states. The features Qf/ration of the chains comprising the melt. Assuming a rea-
the clustering, such as the specific heat behavior, are consigpnaple value foir~1 nm, this corresponds to a nanopar-
tent with the theoretical predictions made for the clusteringicle with an approximate diameter of 3 nm. The interaction
transition that occurs in equilibrium pOlymerizatiE)?npl’O- Strength between nanopartic'e Site&)iﬁ: 2, and the inter-
viding a link between nanocomposite dispersion and simplegction strength between the particle sites and monomers of
thermoreversible clustering transitions. By shearing equilibthe chainse y, is varied to explore the role of polymer—
rium systems where the nanoparticles are initially clustereghanoparticle interactions on clustering. Similar results are
or dispersed, we show how shear effects the state of dispefpssible by holding polymer—nanoparticle interactions fixed
sion, and hence the positions of the clustering boundariegyhile varying the interactions between nanoparticles. The
We also find that Significant differences in ViSCOSity of thEdominant factor Contro”ing C|ustering is the ra&%p/&\pp;
nanocomposite only appear at relatively high loading, whichhowever, the details will depend on which parameter
we speculate may be related to geometrical considerations ¢f yaried.

the nanoparticle filler. To maintain the icosahedral shape, the particle at each

We organize the paper as follows: In Sec. Il we describ&ertex is bonded to the 5 neighboring vertices and the central
the details of the simulation model and method. We focus oparticle via a harmonic spring potential,

quantifying the factors that affect dispersion and the mecha- ) )
nism controlling clustering in Sec. Ill. In Sec. IV we con- Uharm= KT o/2(r/ro—1)°. (2

sidgr the effec’{s of shear on the nanocomposite and the Between vertices, we take the bond strength60 and the

sulting rheological properties. preferred bond lengthy, we take to be the minimum of the

force-shifted Lennard-Jones potential, approximatekf.2

We choose the harmonic potential because it allows to easily
We perform molecular dynamics simulations of nanopar-choose the preferred bond distance to equal the preferred

ticles in a dense polymer melt. We use a well-studied bead+tennard-Jones distance, further ensuring the stability of the

spring mode?=2° which models polymers as chains of icosahedral shape. For bonds between the vertices and the

monomers. All monomer pairs interact via a Lennard-Jonesentral particle, we use E) with the same value at, but

(LJ) potentialU ; that has been truncated at & 5vherecis  to maintain the geometry of the icosahedron we use a

Il. SIMULATIONS
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FIG. 1. (Color) Color map of the
value of the nanoparticle potential en-
ergy for a test monomer a distance 1.7
from the particle center. Low energy is
blue, and high energy is red. The red
regions coincide with the location of
the particles at the vertices, while the
“sticky” blue regions correspond to
centers of faces of the nanoparticle.

slightly smaller preferred bond length, equal to the radius obut the melt into which the nanoparticles are inserted. The
the sphere circumscribed around the icosahedrgn system is then allowed to relax to temperatiire 2.0 and
=1/4(10+2\5)"%,. The resulting particles have some pressureP=1.0, where the desirel andT are obtained by
flexibility, but are largely rigid. using the simple Berendsen scaling metRbllVe choose a
While these particles are highly symmetric, the presenceelatively highT because the time scale on which the nano-
of discrete force sites at the vertices results in “patchiness’particles cluster or disperse is extremely long compared to
of the nanopatrticle surface, as illustrated in Fig. 1 by a colothe diffusion time of the monomers, which increases rapidly
map of the potential between the nanoparticle and a testith decreasingr. From this equilibration phase, we obtain
monomer a distance of 1.7 from the center of the nanopaithe average densit{p) at aT=1 andP=1.
ticle. We expect such patchiness for real nanoparticles since We run subsequent production simulations at a figed
the interatomic spacing of the constituent atoms of the nanceorresponding tdp) obtained in the constant pressure equili-
particle is significant compared with its size. For the icosa-bration step. Hence, the results we report are NVT simula-
hedral nanoparticles we model, this leads to a relative energyons with{P)yy,r=1.0, andT is controlled using the Nose—
minimum when a monomer of a chain or other nanoparticleHoover method (details below. These equilibrated
approaches the center of a face of the icosahedron. Liquidsonfigurations are also used as starting configurations for
with such directional interactions often exhibit rich cluster- differentT at the samep ande,,; we must repeat both the
ing and association properties, as we will report here. Giverthermal and pressure relaxation to achieve the new equili-
the polyhedral structure and van der Waals interactions bebrated state. Equilibration typically requires a minimum of
tween nanoparticles, we expect their properties to be similat0’ time steps even at high, because the dynamics of par-
to those of Gy Buckyballs. ticle clustering or dispersion are extremely slow. Production
We simulate systems with 400 chainsMf=10 mono- runs to gather thermodynamic or dynamic properties are
mers eaclfa total of N=4000 monomejpscontaining 15, 32, typically just as long, and sometimes significantly longer,
64, or 125 nanoparticles, corresponding to a loading 0.048ince large fluctuations near the crossover from dispersed to
<¢<0.289; we definep=N,/(N+N,), whereN, is the clustered states require very large data samples to obtain re-
total number of force sites comprising the nanoparticles. Thdéiable time averages.
systems are prepared by first equilibrating the pure melt, and The equations of motion are integrated via the reversible
subsequently growing cavities with cubic symmetry through-reference system propagator algoritttRESPA, a multiple
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time step algorithm to improve simulation spe€dye use a 5
basic time step of 0.002, and use a velocity Verlet version of  -5.5\-
rRESPA with the forces separated into bondéaky and e
nonbondedslow) components. For each update of the non- £ 65
bonded forces, there are three updates of the bond forces 2L

The temperature in production runs is controlled using the

7.5
Nose—Hoover methotl. We select the “mass” of the ther-

mostatQ=6NT/w? where 0=234.09 is the intrinsic fre- 200 ]
guency obtained from a theoretical calculation for a face- 151 (b) i

centered cubic LJ systefia natural frequency for the heat N .
bath. To study the effects of shear, we use a nonequilibrium 2510 .
molecular dynamics(NEMD) algorithm that solves the 1
SLLOD equations of motion for a system under planar Cou-

ette flow?® We limit ourselves to relatively low shear rates N I S R S
¥=0.5 since larger shear rates require a very small time stey 0 0.05 0.1 0';55 02 025
to avoid breaking polymer bonds, which causes the simula-

tion to be unstable. Such effects can also be avoided by usirfgG. 2. (a) A nanoparticle—nanoparticle component of the potential energy
@ stronger couping constant n the FENE bord poienal bufis Ll 20 bt 0) T et o 4o eoperiee
this again requ're,S the use of very small ,tlme st@p‘ﬁhe indicator of t\ée bounds of clustered and dispersed states. PP
NEMD runs vary in length from X 10° at high shear rates

where viscosity fluctuations are small, to’lme steps at

low shear rates where long runs are needed to reliably estgigon changes, the most significant changes in potential en-

5L .

mate viscosity. ergy are expected in the particle—partitlg, and monomer—
particle U,,, components otJ, which reflect the difference

IIl. NANOPARTICLE DISPERSION in the_number of particle—particle or particle—mpnomer con-
tacts in the system. We will focus dd,,, sensitive to the

A. Quantifying dispersion number of particle—particle contacts. To remove trivial

The state of dispersion is affected by a number of facthanges irlJ,, due to changingb we focus on the potential
tors, including particle loading, interparticle interactions, andenergy per force site,;=U /N, .
temperature. Before we can explore the relative importance 10 illustrate the effectiveness of the measure, we must
of these control parameters, we first must have a reliabléompare the behavior ofi,, in clustered and dispersed
metric to determine the state of dispersion. Indeed, a generi§tates. To vary the state of dispersion, we vary the loaging
reliable, and simple measurement of particle dispersion is f hanoparticles in the system, since the limits¢o¥ 0 and
significant experimental barrier to the development of new®=1 must correspond to disperse and clustered states, re-
nanoparticle materials. In the context of simulations, we cansPectively. Figure @) showsuy, at four loadings at fixed
not solve this problem, but we can offer some insights into! = 2.0 ande,,=1.3; increasingp leads to a decrease in,
quantities that are significantly affected by the state of dis@s relatively more contacts are made, consistent with our
persion. Below, we show that dispersion can be characterize®kpectations. To confirm that the results of Figa)2mply
both by structural criteria, such as scattering functions, aghe existence of clustered and dispersed states, we show a
well as thermodynamic measures, such as specific heat, pghapshot of the system at loading fractiops-0.046 and
tentially accessible to experiments. 0.172in Fig. 3; the nanoparticles are well dispersed atdow

The most obvious way to determine the state of particlevhile they are clustered at largg It is interesting to note
dispersion is visual; since we have direct access to the pafbat in the clustered configuratiomy=0.172), a few of the
ticle coordinates, we can easily visualize the nanoparticle§anoparticles are dispersed. This visually demonstrates the
without the distraction of the surrounding polymer matrix. dynamic nature of the clustering that we will discuss in detall
While this is the “ultimate” test we use, our aim is to iden- in the next section.
tify a simple and reliable measure of particle dispersion. ~ While these results are consistent with our expectations
Given that the morphology of the system is significantly dif- regarding particle clustering, it is unclear from Figahow
ferent for clustered and dispersed states, one possibility is t determine an approximate “boundary” between the clus-
use an explicit measure of structure, such as the pair corrdered and dispersed states. To address these considerations,
lation functiong(r) or the structure facto(q) (which are ~We consider the potential energy fluctuationsi,,;=up,
related via a Fourier transfopmWhile we will consider the ~ —{Upp), Which are thermodynamically quantified by the spe-
behavior of such measures, our goal is to use a single nigific heat per particle of the nanoparticles,
merical value rgprese.ntative o_f the d_egree of clustering. N Su2 p>

Computer simulations of simple liquids have shown that c{’,p:Tp.
the potential energyJ is strongly sensitive to changes in
local packing® Simulation offers the advantage that the po-At the largest and smallest loading, there are little fluctua-
tential energy, including the components due to each specié®ns in potential energy, since the “phases” are highly
in the system, is readily available. As the degree of disperstable. However, for parameter values between the limiting

©)
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FIG. 4. (a) The structure facto5(q) between the nanoparticle centers of
mass. Clustered configurations show liquidlike behavior, with the addition
of a strong increase at smajl due to longer range ordetb) The pair
correlation functiong(r) of the nanoparticle center or mass.

states by examining,, andclP. These measures will be our
primary tools for determining the degree of particle cluster-
ing. The drawback is that it cannot be easily probed experi-
mentally, due to the relative contributions to specific heat
from the matrix versus the nanoparticle.

Given the dramatic difference in the visual appearance
(b) of clustered and dispersed states, traditional experimental
measures, like the static structure factor,

FIG. 3. (8 (Color) A simulation snapshot fosy=0.046 to identify that the N
nanoparticles in this system are well-disperséd). A snapshot at¢ _ E iq-(ri—ry)
=0.172 showing the clustering of the nanoparticles. The chains are trans- S(aq)= N % e ! ! (4)
parent to avoid obscuring the nanopatrticles. The small red spheres represent '
the locations of the Lennard-Jones force sites. must also reflect the difference. Indeed, Fi¢p)4hows that
S(q) of the centers of mass of the nanoparticles in the clus-
tered configurations at smail is much larger than for dis-
states, particles can aggregate into small, short-lived clusterperse configurations. This can be understood from the fact
resulting in large fluctuations in potential energy, and hencehat, for dispersed configurations, the nanopatrticle density is
largectP. To illustrate this, we plot{? for the same loadings more spatially homogeneous than for clustered configura-
as Uy, in Fig. 2(b), and find a pronounced maximum at in- tions. At largerq, we see oscillations i5(q) for the clus-
termediate loading. We emphasize that these results are nred system, similar to a liquid; for the dispersed system,
adequate to establish the nature of the transition; in the nex&(q) rapidly approaches 1, similar to the behavior of a gas.
section we carefully address this question. While the exactvhile S(q) is an unambiguous tool to distinguish structure
location of the maximum is not clear from this plot, the at the extremes of dispersion and clustering, it requires a
results illustrate that we can identify both the state of particlaange ofq and, from an experimental standpoint, is only
clustering, as well as the approximate boundary between thegractical at a limited number of facilities. Additionally, there
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FIG. 5. (a) The nanoparticle component of the potential energy, clearly
showing the crossover between clustefleav u,,;) and dispersechigh u,,)
states. Since th& is held constant, changes iy, are dominated by the
clustering of the nanoparticle&) The specific heat{’ maximum provides

a more reliable estimate of the crossover point between clustered and dis-
persed states.

(a)

is no clear way to delineate the approximate boundary be-
tween clustered and dispersed states uSift), as there is LY
with cfP. Hencectf appears to be both simpler and more
effective thanS(q) at identifying the state of particle clus-
tering. We also show the pair correlation functigfr), de-
fined by the Fourier transform &q) — 1 in Fig. 4b), which
shows the real space correlation of the nanoparticle centers.

B. Effect of interactions

Particle clustering can be induced in a variety of ways,
such as increasing, as in the previous section, by varying
interaction, or changing. The interaction between nanopar-
ticles and the surrounding polymer matrix is likely the most
important factor controlling the state of dispersion. More-
over, varying polymer—nanoparticle interactions while keep-
ing ¢ fixed enables us to characterize the clustering proper-
ties of the nanocomposite without trivial clustering due to
increasinge. Varying ,, has much the same effect of clus-
tering as varyingl, not surprising sincé is defined in terms
of . However, varyings,, while holdingT fixed eliminates
trivial changes in thermal energy that can obscure changes in
properties due to the state of particle clustering. It is already g, 6. (Colon Simulation snapshots of fof=2.0 and ¢=0.046. (a)
appreciated that clustering occurs for sufficiently weakshows that the nanoparticles are clustered for a relatively weak interaction
monomer—particle interactions, as well as for very strongme=21.0. Similarly, (b) shows that dispersion occurs fer,,=1.5. The
particle—particle interactions. For the relatively simple SyS_chalns are transparent to ay0|d obscuring the nanoparticles. _The small red

L . . spheres represent the locations of the Lennard-Jones force sites.
tem we study, our aim is to determine the range of interac-
tions for which clustering or dispersion occurs, and to further
characterize the crossover between these states.

To carefully characterize the nature of the crossoveover a narrow range 1.25,,,<<1.35. Visual inspection of
from clustered to dispersed states, we vary the strength of thée configurationgFig. 6) at the extreme values ef,,, con-
monomer—particle interaction strengtly,, and monitor the firms that the low values ofi,, correspond to clustered
state of dispersion using,, and cfP while holding fixed¢  states, while the larger values correspond to dispersed con-
=0.094 andr=2.0. Figure %) showsu,, is nearly constant figurations. Hence, for thisT¢#), em, needs to be only
approaching the limits of the parameters explored, andlightly stronger tham=1 (the monomer—monomer interac-
makes a relatively abrupt crossover between two extremesons) for the particles to disperse.

(b)
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The range over which the crossover occurs is more 1
clearly shown byc{P [Fig. 5(b)]. If dispersion were to be 0.8
analogous to the phase separation of a binary mixture, we
would expect thatiy, andcfP would exhibit a discontinuity, 2 06
provided we do not follow a path through the critical point. ® 0.4
However, because of the finite size of our system, we expec
rounding of the transition, and hence the absence of a dis
continuity here cannot rule out a first-order phase transition 0
in the thermodynamic limit? However, if the transition were i
first order, we would expect hysteresis in the vicinity of the  10°F
transition—i.e., in a narrow region near the transition our “ g
results would depend on in which direction we approach the
transition. We tested this possibility, and found no evidence
of hysteresis; such hysteresis can also be suppressed by 102; 3
weak magnitude of the transition and finite size effects. C '1 : ' : ' ‘ ' — . L]
These results suggests the transition is not first order, but ou ' T ' '
results are not conclusive; we provide more evidence sup-
porting this possibility in the next section when we considerF!G. 7. (@) Cluster sizeS/N,, normalized by the number of nanoparticlés.
the specific heat of our system in relation to the pattern cnzl'he characteri;tic lifetime of a bond between nanoparticles demonstrat-

. . . ing the dynamic nature of the clusters.
behavior expected for phase separation. We also point out
that our results do not, of course, preclude the existence of a

first-order transition in a region of the phase diagram that WQVe|ght average cluster siz8. We define a cluster as the
cannot explore due to the extremely slow relaxation of thecollection of neighboring nanoparticles, where a pair of
system at lowef. nanoparticles are considered neighboring if their center-to-

As we mentioned at the beginning of this work, it is not center separatios 3.96, the location of the first minimum of
obvious whether clustering in our nanoparticle system shoulghe nanoparticle pair distribution functiay(r) in the maxi-
occur via a phase transition or by an equilibridor non-  mally clustered state@.e., emp=1.0), as shown in Fig.(®).
equilibrium) clustering process. We can rationalize the posiye showS/N,, in Fig. 7(a), whereN,, is the number of nano-
sible suppression of a first-order thermodynamic phase trarparticles (distinct fromN,, the total number of force sites
sition by focusing on the relative size of a nanopartithe  comprising the nanoparticlesWe normalize byN,, since
excluded volumgand the range of interactions. In colloidal S/N,— 1 when particles are in a single cluster, independent
systems it has been found that an ordinary liquid—gas tranef the loading fraction. Figure(#) quantitatively shows that
sition can be suppressed, depending on the ratio of the hargarticles are relatively well-dispersed at largg, with S
core diametewrg of the colloidal particle to the rang&of  ~3.5 due to occasional contacts between the nanoparticles;
attraction induced by the depletion forces resulting from thehis asymptotic value d must depend owpb. At the opposite
polymers tethered to the particle surfdfeFor values of extreme, particles are almost entirely clustered in a single
6l oys=0.3 the ordinary liquid—gas transition is pushed tocluster ate,,=1. The crossover between these states hap-
very low T, and is typically absent from the stable phasepens rapidly precisely in the range whes§® has a maxi-
diagram. While the nanoparticles we use consist of a collecmum, justifying the identification of the maximum of® as
tion of individual LJ particles in an icosahedral arrangementan approximate boundary between clustered and disperse
we can estimate the approximate hard-core diameter by thetates. While our results indica@N,— 1 when clustering
distance at whicly(r) between the nanoparticle centers be-occurs, there may be significant finite size effects. Given the
comes nonzero; from this we obtairys~2.5. While the L3 relatively small number of nanoparticles we can simulate, it
particles at the nanoparticle surface have a range of attractids possible that there is maximum characteristic cluster size
that extends to =2.5 from the nanoparticle surface, the at- that does not involve all of the nanoparticles.
traction is already reduced by an order of magnitude at In many systems® clustering occurs through an intrin-
~1.7. Subtracting the approximate core size of a LJ particlesically nonequilibrium process. In other words, once cluster-
we obtain the rangedé~0.7. Hence the ratiod/oys  ing occurs it is irreversible. Here the clustering is thermally
~0.7/2.5=0.28, and so it is possible to expect that a liquid—reversible, and hence is a purely equilibrium phenomenon. In
gas-like transition would be suppressed, either completely asuch a case, the clusters must be dynamic, and thus there is a
to very low T. By way of comparison, simulations of a characteristic lifetime of the “bond” between nanoparticles
model of Gy, qualitatively similar to the nanoparticles we (where by “bond” we simply mean that nanopatrticles neigh-
simulate, have shown that the phase diagram lacks a stahbb®r each other according to the definition of the previous
liquid—gas transition; the transition appears to be suppressqmhragraph We can quantify this by calculating the probabil-
to the metastable regime at Ioly where the the solid phase ity P(t) that an initially bonded pair is bonded a tirhéater.
is most stablé?® We then define the characteristic lifetimg that a pair is

If the crossover between clustered and dispersed statestigighboring byP(t=7g) =e !, the relaxation time oP(t).
not a simple phase transition, how can we characterize it? Tt the relaxation is exponentiaky corresponds to the ex-
start to address this, we focus on the the instantaneoysected formP(t)xexp(—t/7g). However, when the clusters
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FIG. 8. (a) The “clustering diagram” of the nanoparticles, as a function of

emp @nd ¢. The boundary of the shaded region is determined by fitting theFIG. 9. Potential energy,, as a function of the coupling to the matrix,
points using equation 5, shown in the inset. Emp- The symbols areT=2.0 (.), 1.5 (.), and 10(‘) The lines are a
guide for the eye.

are longer lived,P(t) (not shown tends to be better de-
scribed by a stretched exponenti¥(t) < exp(—t/7)?. Figure
7(b) shows 75 increases dramatically when large clusters
start to form, butrg remains finite even when nanoparticles
are nearly completely clustered, demonstrating the equilib
rium nature of the clustering. Similar equilibrium clustering
has been documented for dipolar fluids in the absence of v
der Waals attraction¥'

We calculate the clustering behavior at fixed 2.0 with
variables ,, for additional values o by monitoringu,, and
clP. For each¢, we define the approximate boundas§,
between clustered and dispersed states by the valug,pf
wherectf is maximum. In this way, we obtain the clustering

ticles might increase entropy, as is the case with the crystal-
lization of colloidal systems. Additionally, there are a variety
of complex systems for which increasing temperature can
result in clustering, due to matrix properties.

To build upon the observations of the previous section,
algig. 9 showsup, as a function ofs ., along three different
isothermal paths. The crossover between clustered and dis-
persed states occurs over a narrower range,gfwith de-
creasingl. Here again we estimate the boundaf;/p in the
(T, emp plane between clustered and dispersed states from
the location of the maximum iofP. Figure 10 clearly shows
that increasing: ., or T favors particle dispersion, suggest-

Soundary n ey, & plane. Fiure & hows e eS8 10\ crrs may sene lrgely compementay
g diag : y Proles for determining the clustering state. This is expected,

i . . . T
proximate exponential shape. The inset of Fig. 8 shows thastinceT is defined in terms of; given that there are 3 inde-

p~exp(—Eqleny), (5)  pendent interaction parameters in the syst€nande,, are

with Eq=17.7.E, provides a measure of the thermodynamic.nOt directly mterchangeable. Below, we exploit the S|_m|Iar|ty
n the behavior ofT ander,, to explain the exponential be-

energy parameter controlling particle interactions. Note thaf _ . . . .

. . . . avior shown in the inset of Fig. 8.
Eo should differ frome,,, sinceE, is a thermodynamic
measure that encompasses the cumulative effects caused by
all of the specific interparticle interactions. This parameter

characterizes the clustering transition, much like a 22 : : . . (
Xx-parameter characterizes ordinary phase separation in poly I 1
mer blends. The origin and relevance of this apparent 2| . 7
Arrhenius behavior will become apparent in the following 18'_ ]
section when we discuss tfiedependence of the nanopar- ol Dispersed ]
ticle clustering. 16F _
~ —o— .
C. Effect of temperature 148 7
The parameter most easily tuned in experimental or pro- 1.2 & ctered =
cessing conditions is the temperature. Hence, it is of critical - 1
importance to understand the effectTobn clustering. Gen- 1 e 7]
erally speaking, increasem favors states of higher entropy. 0 B / : : , , : , 5 i

42 1.25 1.3 1.35 1.4 1.45

The question then becomes the following: what configura-
tions have a higher entropy? Dispersed nanopatrticles are les _ mp

ordered, and so We_eXpeCt such copflguratlons have a h,lghErG. 10. The clustering diagram showing tfieand & ,,, dependence for a
entropy, and Fhus will _be fgvored dsincreases. However, if fixed loading fraction. Increasing eithdt or emp favors dispersion. The
the nanoparticle loading is large, ordering of the nanoparboundary is from a spline, and is only intended as a guide for the eye.
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T FIG. 12. The “clustering diagram” of the nanopatrticles, as a functiof of

and¢. The boundary of the shaded region is determined by fitting the points
FIG. 11. (a) Potential energyi,, and (b) specific heat{f as a function off  ysing Eq.(6), shown in the inset. Note the similarity to th&,(¢) depen-
for loadings¢=0.046(O), 0.094(0J), 0.172(< ), and 0.289A). Nanopar- dence shown in Fig. 8.
ticles are clustered for low,,, and the approximate boundary between
clustered and dispersed states is given by the maximw{finThe lines are

I ide to th . . . .
ony aguide fohe eye The decrease in the amplitude of tle€’ peak with

increasing ¢ is consistent with the predicted behavior
for an associating systet. The model of equilibrium

_To further probe the effects df on the clustering prop-  polymerizationt” specifically predicts that the loci of specific
erties, we simulate systems at varialléor a fixed value of  heat maxima should shift location according to

emp= 1.3 at eachp. This allows us to decouple the effects of

T from changes in the attraction between the nanoparticles 4~ exp —E,/T*). (6)

and the polymers. Moreover, since models of particle clus-

tering commonly focus onT, ¢) dependence, this offers an The exponential temperature dependence derives from the
opportunity to explore the possible connections with thesenrrhenius temperature dependence of the rate constants de-
models. In Fig. 11 we show the behaviorwj, andc{f as a  scribing the association and dissociation rate constants of the
function of T for several loadings. As expected, increasing equilibrium particle association. We plot the clustering
favors dispersed states. However, the crossover between thgundary in the inset of Fig. 12 to test for consistency with
states is not as clear fromy, due to changes in the thermal Eq. (6). Within the limits of uncertainty in our data, the clus-
vibrational energy. The crossover can be made clearer byering boundary can be described by E8), from which we
subtracting the harmonic approximation to the vibrationalobtain E;=6.9. These findings suggest that the clustering
energy given by BgT/2. The crossover is most clearly transition in our system, and presumably in many similar real
shown byc{f, which again shows a maximum, facilitating nanocomposite systems, is controlled by the same mecha-
the identification of the clustering boundary. A further exami-nism as simple associating systems. This observation pro-
nation of the behavior of the boundary is key to establishingsides a framework for rationalizing the behavior of many
the nature of the crossover between clustered and dispersegnoparticle systems, which should in turn aid in the control
states. of dispersion and nanocomposite properties.

We approximate the temperatuf& of the boundary be- As a final note, we point out that similarity to the pre-
tween clustered and dispersed states from the location of thfictions of dynamic clustering offers an explanation for the
maximum inc{f. Figure 12 shows the boundary is positively exponential behavior of the location of the maximumctft
sloped, indicating that clustering occurs for largeand low  observed as a function &fyp, sinceT ande,, play comple-

T. Comparing the behavior of the amplitude and location ofmentary roles. The difference is the valuesigfandE; in

the maximum ofcl{f provides us with further evidence Egs. (5) and (6); specifically, E,>E;,, indicating that the
against phase separation via a first-order transition. From thglustering transition is more sensitive to changes in the
shape of the boundary shown in Fig. 12, we see that, if th@olymer—matrix interaction strength thah. Indeed, we
clustering mechanism were analogous to binary phase seprnow thatE,+ E; from the fact that the boundary in Fig. 10
ration, the critical point must be at sorge>0.3; at a critical  is not linear. The values @, andE; may provide a useful

¢, the specific heat must diverge, although the divergencgoint of departure to relate more mean-field approaches to
can be quite weak® However, we can see from Fig. () the detailed model used here.

that the amplitude of the peak off decreasesind becomes

broader as we increase Fowarq the possible cr|t|call\_/alue q(/ NANOCOMPOSITE RHEOLOGY

¢. For a binary system with a first-order phase transition, the

amplitude of the peak in specific heat should increase as we In the previous section, we gained some understanding
approach the critical concentration, as observed in reabf the mechanisms controlling particle dispersion in equilib-
mixtures’ and pure systems. rium. The behavior of nanocomposites under processing con-
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FIG. 13. Viscosityn as a function of nanoparticle loading for a fixed 4 __
shear ratey=0.01. Note thaty is small enough that initially clustered
particles are not dispersed by the shear here. 2 __
ol L L L |
09F !
ditions, where the system may experience strong shear, is = ©
also of critical importance. Hence, in this section, we focus 0.8 N
on the effect of shear on nanocomposite clustering, as well as 0.7
the effect of nanoparticle loading on the viscosity < -
One of the motivating factors behind the development of 0.6
nanocomposite materials is the fact that substantial improve- 05 B
ments in material properties can be obtained with very small ) i®) O
. oy e H 1 l 1 | 1 I L | 1 I
amounts of added nanoparticles. Hence it is of great interest 0.4 1 11 12 13 14 15
to examine how varyingp affects an important rheological ' e ' ' o

property like viscosityn. We showz as a function ofg for
fixed y=0.01—smal|lenou.gh th.at the fIUIq is Newtoni@®®  Fig. 14, (a) Viscosity 5 as a function ofeyp at fixed T=2.0 and ¢

we will soon show. Viscosity 7(y) =(Pyy)/ ¥, where(Py,) =0.172. (b) Specific heat calculated according to Eg) for the sheared
is the average of the component of the pressure tensor alorggnfigurations(circles, solid ling and equilibrium configurationésquares,

. . : roken ling. Note the shift in the maximum, and its location compared with
the flow and gradient directions of the shear. The error bar%e crossover in the behavior af (c) The fraction of nanoparticle force

on 7 indicate uncertainty due to fluctuations in time averag-sites in contact with a polymer, an estimate of the exposed surfacearea
ing; these fluctuations decrease with increasjng The lines serve only as guides to the eye.

Figure 13 demonstrates that systems with well dispersed
nanoparticles have larger viscosity. Previous stddiesave
shown thatz is expected to increase as,, increases, and showed that the clusters formed are dynamic in nature, and
thus it is not immediately clear whether the increase in vis-hence are not rigid. Moreover, changes in the polymer dy-
cosity shown in Fig. 13 is simply a result of the change ofnamics near the nanoparticle surface are known to play an
interaction strength, or if is also sensitive to the difference important role in viscosity changes; previously we found that
in particle clustering. attractive surface interactions lead to a slowing of dynamics

To address this question, we first calculat@s a func- near the surface, which in turn results in an increased
tion of &y, for fixed ¢=0.172—the loading fraction where viscosity? For a fully dispersed configuration, the amount of
we can first discern a difference mbetween clustered and exposed nanoparticle surface grows linearly with the number
dispersed states. Figure (& shows thatn appears to ap- of nanoparticles; if clustering occurs, the amount of exposed
proach nearly constant values at,=1 and 1.5, with a surface grows sublinearly relative to the number of particles.
gradual crossover aroung,,~1.3. In addition, we show the Therefore, if the changes inare proportional to the amount
ctP of the sheared systems in Fig.(i indicating the cross- of exposed nanoparticle surface, theishould be larger for
over in clustering behavior occurs in the same range@f  well-dispersed configurations than for clustered configura-
that » changes between asymptotic regimes. Hence our rdions. The correlation with the exposed surface area
sults suggest thaw is in fact more sensitive to the state of A—which we estimate by the fraction of nanoparticle force
particle clustering than te,,. Interactions must play a role sites in contact with a chain—is demonstrated by FigcjL4
in 7, but this effect is less obvious here than in previousWe define contact to mean that the separation between a
studie€! since we varye m, OVer a narrower range. monomer and a nanoparticle force site<idl.5, in accord

Why should particle dispersion result in increased vis-with the first minimum of the pair distribution function. We
cosity? From hydrodynamic considerations, one expects thpoint out that the large change A does not match exactly
opposite effect—that a large, and extended rigid body emwith the large change im, suggesting that there remain less
bedded in a fluid results in a greater viscosity than a dispersgronounced hydrodynamic effects that we cannot explain at
collection of small rigid bodied® However, we previously the present time. Some progress in accounting for hydrody-
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2.5 L ALY Ty small ¥, while for ¥=10"2, shear thinning occurs. Such
% _________ % _ thinning is expected since a pure melt of 10-mer chains is

% “s..__mp = 1-5; Dispersed 1 known to undergo shear thinning in this rantéargely due

. to alignment of these short, unentangled chains. The viscos-
2251 7 ity of the dispersed configuration is larger than that of the
clustered configuration over the rangejo$tudied, although
at largery the difference is small. The viscosity difference is
expected since we are far from any phase boundary, and
hence the dispersion®r cluster$ are highly stable. How-
ever, since we have observed shear induced dispersion for
systems near the clustering transition line, we thus expect
175 S S that sufficigntl_y large shear will disperse even the highly
10 10 10 stable equilibrium clusters.

€np = 1.0; Clustered

FIG. 15. Viscosityzn as a function of shear rate for ¢=0.172. V. CONCLUSION

We have investigated the mechanism of nanoparticle
namic effects on viscosity in a system with a single nanoparelustering in a simple model polymer nanocomposite, as well
ticle has been made,but these results do not account for as the interplay between clustering and the shear viscosity of
changes due to clustering in multinanoparticle systems.  the system. The crossover between clustered and dispersed

We also point out that Fig. 13 shows that the differencesstates is consistent with the predictions made for particle
in viscosity are extremely small fop=<0.15—well above association by a thermoreversible process, and hence does
loadings that are expected to be relevant for nanocompositeot seem to match with expectations of phase separation in a
applications. There are variety of possible sources for théinary mixture, over the temperature range considered.
large loading that is needed to obtain significant difference&Vhile this suggests that the nanoparticle clustering is akin to
in 7, such as the nanoparticle geometry and the complexitgquilibrium polymerization, we also point out that, without
of the interactions. Given the expected importance of surfaceppropriate finite size studies, our results cannot rule out the
area, simulations of claylike plate nanoparticles using thepossibility that the nanoparticles are crystallizing, as occurs
same interactions as used for the nanoparticles have beémmicelle systems above a certain volume fractiand pro-
conducted; the surface-to-volume ratio of a single platelikeein solutions'* While further study is still needed, we be-
nanofillers is far greater than for a nearly spherical nanopatieve that the patchiness of the potential plays an important
ticle. Preliminary results from these simulations show thatole in these results. It has been argued that such patchiness
differences inyp comparable to the largeststudied here can is crucial in the self-assembly of globular proteins into
be obtained with only$~5%.%° This supports the impor- higher-order structure®these proteins have a size similar to
tance of nanoparticle surface area, and hence the propertiaanoparticles, and exhibit relatively short range interactions
of the interfacial polymers, on the ultimate bulk properties.relative their size, like the nanoparticles simulated here.
The aspect ratio may also play a key role, since the ability oAside from thermodynamic considerations, the dynamics of
the sheet to diffuse through the melt is dramatically differenthe nanoparticle clustering and break-up remains an open
in the directions perpendicular and parallel to the sheet norguestion, although some progress has been made in this di-
mal. These are areas for future investigation. rection for clay system® From the standpoint of molecular

Our results forctf indicate a shift in the clustering dia- simulation, this is a particularly challenging aspect, given the
gram under shear. Figure (b} shows c{P for both the very slow dynamics of the nanoparticle clustering. However,
sheared and equilibrium systems. While the appropriate defby exploiting the similarity of clustering with simpler asso-
nition of cfP in a nonequilibrium system is not clear, we ciating systems, a better approach may be to focus on the
present it simply as an indication of the fluctuations in nano-<lustering dynamics of simple systems, where longer time
particle potential energy, and hence the fluctuations in nancscales are more accessible.
particle contacts. By comparing the results for the systems Symmetric nanoparticles are one of the simpler ex-
with and without shear, it is clear that shearing expands thamples of nanoscale additives to polymeric materials. Given
region where particles tend to disperse. Indeed, for clusteretthe burgeoning activity with exfoliated clay sheets and car-
configurations near the crossover point, sufficient shear wilbon nanotubes, it is critical that future studies focus on how
disperse the particles. Hence, shear favors particle dispersigeometry affects the clustering properties in these systems.
in this system. The factors that control sheet stacking or fiber bundling may

Finally, we consider; as a function of the shear rate  be markedly different from what we have observed. As men-
for the same equilibrium state pointgp€0.172, T=2.0) tioned in the previous section, it appears that the surface-to-
with monomer—particle interaction strengthg,=1.0 and volume and the aspect ratios play as crucial a role as disper-
1.5. This allows us to test for differences in the response tgion in the rheological properties. Finally, future studies
shear that result from the state of equilibrium clustering. Fig-should also consider the effects of ionic and bonding inter-
ure 15 showszn as a function ofy. The composite ap- actions that could lead to significant changes in the mecha-
proaches Newtonian behavi@re., » independent ofy) for ~ nisms of particle clustering.
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