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analyte penetration into the porous silicon is important. The energy
for analyte release from the surface may be transferred from
silicon to the trapped analyte through vibrational pathways or as
a result of the rapid heating of porous silicon producing H2 (ref. 26)
that releases the analyte. Alternatively, as porous silicon absorbs
hydrocarbons from air or while under vacuum27,28, rapid heating/
vaporization of trapped hydrocarbon contaminants or solvent
molecules may augment the vaporization and ionization of the
analyte embedded in the porous silicon. The observation of DIOS-
MS background ions (m=z , 100) at high laser intensities, consis-
tent with aliphatic hydrocarbons, indicates that they may play a role
in desorption/ionization.

The potential application of DIOS-MS is broad. The surface
activity could be changed through derivatization with receptors29,
aiding the identification of ligands. In addition, the enhanced signal
obtained from the ethyl phenyl surface suggests that significant
improvements can be made to DIOS-MS through further investiga-
tion of surface modifications. Most existing MALDI mass spectro-
meters could be used to perform DIOS simply by making
modifications to the MALDI sample plate (Fig. 1). Moreover,
porous silicon material is inexpensive and its production simple.
Porous silicon can be readily integrated with existing silicon-based
technology15, allowing, for example, its application into miniatur-
ized chip, microfluidic chemical reactors that are lithographically
etched into crystalline silicon wafers. For instance, porous silicon
features as small as 20 mm and 100 nm can be produced through
standard optical techniques21 and ion implantation30, respectively.
In short, as a new desorption/ionization approach, DIOS-MS
offers sensitivity, high tolerance to contaminants, no matrix inter-
ference and, because the surface properties of porous silicon can easily
be tailored, more control over biomolecular mass spectrometry. M
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Methods

Effective porous silicon samples for DIOS could be prepared from either n- or
p-type silicon according to these general procedures. For n-type: P-doped,
(100) orientation, 0.65 Q cm resistivity Si wafers were etched for 1–3 min using
+71 mA cm−2 current density with illumination by a 300-W tungsten filament
bulb in a 1:1 solution of ethanol/49% HF (aq). For p-type: B-doped, (100)
orientation, 0.01 Q cm resistivity Si wafers were etched at 37 mA cm−2 current
density in the dark for 3 h in a 1:1 solution of ethanol/49% HF (aq).

DIOS, MALDI and laser desorption (off a gold surface) experiments were
performed on a Voyager DE-STR, time-of-flight mass spectrometer (PerSeptive
Biosystems) using a pulsed nitrogen laser (Laser Science) operated at 337 nm.
Once formed, ions were accelerated into the time-of-flight mass analyser with a
voltage of 20 kV. Porous silicon surfaces for DIOS analysis were mounted onto
the MALDI probe by adhesive tape. Analytes were dissolved in a deionized H2O
or H2O/methanol mixture at concentrations typically ranging from 0.001 to
10.0 mM. Aliquots (0.5–1.0 ml; corresponding to 0.5 femtomol to 100 picomol
analyte) of solution were deposited onto the porous surfaces and allowed to dry
before DIOS mass-spectrometry analysis. After multiple usage, the porous
silicon surface-regeneration procedure necessitated rinsing surfaces with
deionized H2O and methanol sequentially, and finally immersing the surface
overnight in a 1:2 v/v methanol/H2O mixture. Surfaces were rinsed with deionized
H2O then with methanol and allowed to dry before applying the analyte.
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Many liquids cooled to low temperatures form glasses (amor-
phous solids) instead of crystals. As the glass transition is
approached, molecules become localized and relaxation times
increase by many orders of magnitude1. Many features of this
‘slowing down’ are reasonably well described2 by the mode-
coupling theory of supercooled liquids3. The ideal form of this
theory predicts a dynamical critical temperature Tc at which the
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molecules become permanently trapped in the ‘cage’ formed by
their neighbours, and vitrification occurs. Although there is no
sharp transition, because molecules do eventually escape their
cage, its signature can still be observed in real and simulated
liquids. Unlike conventional critical phenomena (such as the
behaviour at the liquid–gas critical point), the mode-coupling

transition is not accompanied by a diverging static correlation
length. But simulation4–10 and experiment11,12 show that liquids
are dynamically heterogeneous, suggesting the possibility of a
relevant ‘dynamical’ length scale characterizing the glass transition.
Here we use computer simulations to investigate a melt of short,
unentangled polymer chains over a range of temperatures for
which the mode-coupling theory remains valid. We find that
although density fluctuations remain short-ranged, spatial corre-
lations between monomer displacements become long-ranged as
Tc is approached on cooling. In this way, we identify a growing
dynamical correlation length, and a corresponding order param-
eter, associated with the glass transition. This finding suggests a
possible connection between well established concepts in critical
phenomena and the dynamics of glass-forming liquids.

We consider a polymer melt consisting of chains of M identical
monomers. Let the position of each monomer i at a time t be
denoted ri(t). As a measure of the local motion, we introduce the
scalar displacement miðt;DtÞ ¼ jriðt þ DtÞ 2 riðtÞj over some inter-
val of time Dt, starting from a reference time t. We examine the
spatial correlations of these displacements by modifying the defini-
tion of the usual static density–density correlation function G(r)
(ref. 13) so that the contribution of a monomer i to the correlation
function is weighted by mi. That is, we define a ‘displacement–
displacement’ correlation function14,15,

Guðr;DtÞ ¼ #dr9〈½uðr9 þ r; t;DtÞ 2 〈u〉ÿ½uðr9; t;DtÞ 2 〈u〉ÿ〉

where

uðr; t;DtÞ ¼ ^
N

i¼1

miðt;DtÞdðr 2 riðtÞÞ

Here 〈…〉 indicates an ensemble average, and N is the total number
of monomers present in a particular configuration. Guðr;DtÞ
measures the correlations of fluctuations of local displacements
away from their average value 〈u〉 [ 〈uðr; t;DtÞ〉. As the melt is
isotropic, G(r) and Guðr;DtÞ only depend on r ¼ jrj. We define
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Figure 1 Displacement–displacement correlation function guðr;DtÞ and pair

correlation function g(r) plotted versus r at T ¼ 0:47 and Dt ¼ 277:76. Inset:

GðrÞ [ ½guðr;DtÞ=gðrÞÿ 2 1, plotted versus r. Note that if the displacement of mono-

mers were spatially uncorrelated then gu(r, Dt) and g(r) would be identical for all r.

Hence, it is deviations of gu(r, Dt) from g(r) that demonstrate spatial displacement

correlations in excess of those expected from g(r) alone. Results were obtained

by a molecular dynamics simulation of a polymer melt consisting of about 120

chains of 10 monomers each. Monomers interact via a Lennard-Jones potential,

and nearest-neighbour monomers along a chain are connected by a FENE

anharmonic spring potential19–21. Length and temperature scales are measured

in Lennard-Jones units. Simulations are carried out at constant pressure (P ¼ 1)

and in a temperature range (T) from 0.70–0.46, corresponding to densities of

0:91 & n & 1:04. Each state point is fully equilibrated before all measurements. For

each state point, all quantities are averaged over 150–200 independent time

origins. This melt is well described by ideal mode-coupling theory with

Tc ¼ 0:450 6 0:005 and nc ¼ 1:042 6 0:010 (refs 19–21).
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the ‘total displacement’ Uðt;DtÞ ¼ edruðr; t;DtÞ and its ensemble
average 〈U 〉 [ 〈Uðt;DtÞ〉. In a constant-N ensemble, both 〈u〉 and 〈U〉
are readily evaluated from the mean displacement m̄ [
〈N 2 1SN

i¼1miðt;DtÞ〉: 〈u〉 ¼ m̄n and 〈U〉 ¼ m̄N , where n (¼ N=V) is
the density. In equilibrium, 〈u〉, 〈U〉, m̄ and Gu(r, Dt) do not depend
on t, but they retain a dependence on Dt which we address below.

Gu(r, Dt) can be written so as to identify a spatial correlation
function gu(r, Dt), analogous to the pair correlation g(r) conven-
tionally used to characterize the structure of a liquid

Guðr;DtÞ ¼ Nm2dðrÞ þ 〈u〉〈U 〉½guðr;DtÞ 2 1ÿ

where

guðr;DtÞ ¼
1

〈u〉〈U〉 ^
N

i¼1
^

N

j¼1
jÞi

miðt;DtÞmjðt;DtÞdðr þ rjðtÞ 2 riðtÞÞ

* +

The mean-square displacement m2 [ 〈 1
N
SN

i¼1m
2
i ðt;DtÞ〉 also depends

on Dt. The fluctuations of U are related to the volume integral of
Gu(r, Dt):

〈½U 2 〈U〉ÿ2〉 ¼ #drGuðr;DtÞ [ 〈U 〉〈u〉kTku ð1Þ

Here we have defined the quantity ku in analogy to the isothermal
compressibility k, which is proportional to the volume integral of
G(r) (ref. 16). Recall that near a conventional critical point where k
diverges, long-range behaviour is observed for G(r) that is asso-
ciated with the occurrence of macroscopic density fluctuations16.
It is thus possible to determine the large-r behaviour of Gu(r) from
the fluctuations of U, just as the large-r behaviour of G(r) can be
determined from the fluctuations of N (ref. 16).

In the present polymer melt, as in most glass-forming liquids17,18,
we observe no growing static compressibility, and thus no long-
range correlations in the monomer positions, on cooling, despite an
increase of relaxation times of 3–4 orders of magnitude over the
range of T investigated19–21. However, a growing range of correlation

can be detected in the particle motion. In Fig. 1, we show gu(r, Dt) as
a function of r for T ¼ 0:47 (all quantities are reported in reduced
units; see legend). This temperature is within 5% of the mode-
coupling critical temperature for this system, Tc ¼ 0:450 6 0:005
(refs 19–21). The corresponding pair correlation function g(r) for
T ¼ 0:47 is also shown. We find that for Dt ¼ 277:76 (q the
microscopic ‘collision’ time), gu(r, Dt) is appreciably higher than
g(r) for values of r up to several monomer diameters. The excess
correlation of the monomer displacements beyond that of their
static structure is made clearer in the inset of Fig. 1, where we show
the function Gðr;DtÞ [ ½guðr;DtÞ=gðrÞÿ 2 1.

The extent to which monomer displacements are correlated
depends strongly on the choice of Dt. Figure 2a shows the total
excess correlation AðDtÞ [ edrGðr;DtÞ as a function of Dt. We find
that there is a time interval Dtp at which A is a maximum and that
both the maximum value of A and Dtp increase with decreasing T.
Hence for each T, the spatial correlation of monomer displacements
is most prominent at Dtp. As shown in the inset of Fig. 2a, all curves
for T # 0:55 collapse onto a single master curve over several decades
when t is scaled by Dtp and A is scaled by A(Dtp), demonstrating
that Dtp is a characteristic time for this melt. We therefore evaluate
all quantities henceforth using Dt ¼ Dtp. Figure 3a shows that
Dtp follows a power law with T: an excellent fit to the form
Dtp,ðT 2 TcÞ

2 g is obtained when Tc ¼ 0:450 6 0:005, and yields
g ¼ 1:87 6 0:15. Despite the large error, this value for g agrees
better with the exponent governing the apparent vanishing of the
self-diffusion coefficient D at Tc (gD ¼ 1:82 6 0:02) than with that
governing the divergence of the structural relaxation time ta

(gt ¼ 2:09 6 0:07; ref. 20).
As ku quantifies the total magnitude (integrated over space) of the

displacement correlations measured by Gu(r, Dt), we expect ku to
behave like A. We evaluate ku from equation (1) and confirm that ku

exhibits (Fig. 2b) the same behaviour as A: ku goes to zero at short
and long times, and has a maximum at a T-dependent Dtp. In
Fig. 3b, we show the T-dependence of A and ku at Dtp. Both grow
monotonically with decreasing T, indicating that the range of
the correlation grows with decreasing T. We find that both quan-
tities follow a power law with a singular temperature Tc ¼ 0:450,
demonstrating that Gu(r, Dtp) becomes long-ranged as Tapproaches
the mode-coupling temperature.

To estimate a correlation length associated with these displace-
ment correlations, we evaluated Su(q, Dtp) for different T (Fig. 4).
For intermediate and large q, Su(q, Dtp) coincides with the static
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structure factor S(q). However, for q → 0, a peak develops and grows
with decreasing T, again demonstrating the presence of increasing
long-range behaviour for Gu(r, Dtp). No such growing peak at q ¼ 0
appears in S(q) (Fig. 4, inset). By analogy with conventional critical
phenomena, we have attempted to fit Su(q, Dtp) by an Ornstein–
Zernike form, SuðqÞ ~ 1=ð1 þ y2q2Þ, where y is the correlation
length16. This form fits well at the highest T, but fails on approaching
Tc, possibly because of finite size effects. Larger simulations may be
required to determine accurately the correct functional form for Su

at small q. Nevertheless, the data show unambiguously that as
T → Tc, spatial correlations between the displacement of mono-
mers become increasingly long-ranged.

Our simulations reveal a dynamical length scale relevant both to
the mode-coupling dynamical transition and the glass transition. In
this way we provide a bridge between the phenomenon of dynami-
cal heterogeneity and current theories of supercooled liquids and
vitrification. Remarkably, our findings are qualitatively identical to
new results for simulated Ni80P20, a model metallic glassformer14,
showing that the correlated monomer motion above Tc is neither
due to nor strongly affected by chain connectivity. Instead, the
striking similarity between Ni80P20 and the present polymer melt
suggests that correlated motion is a universal feature of (at least
fragile1) glass-forming liquids. Furthermore, we have identified a
fluctuating dynamical variable U in this polymer melt whose
fluctuations become long-ranged and appear to diverge at Tc, and
which thus behaves much like a static order parameter on approach-
ing a second-order phase transition—albeit one that is not
obviously accessible to traditional scattering experiments, but
may be measurable in optical microscopy experiments on colloidal
suspensions. Our findings suggest that substantial shifts in Tc could
be observed by confining glass-forming liquids and melts, thereby
limiting the divergence that can occur. Whether this could also
explain the confinement-induced shifts of Tg observed experimen-
tally22–26 needs to be investigated. Our results indicate that it may be
possible to obtain further insight into the nature of supercooled,
glass-forming liquids using an extension to dynamically defined
quantities of the framework of ordinary critical phenomena. M
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Recent advances in palaeomagnetic and dating techniques have
led to increasingly precise records of the relative intensity of the
Earth’s past magnetic field at numerous field sites. The compila-
tion and analysis of these records can provide important con-
straints on changes in global magnetic field intensity and
therefore on the Earth’s geodynamo itself. A previous compilation
for the past 200 kyr integrated 17 marine records into a composite
curve1, with the geomagnetic origin of the signal supported by an
independent analysis of 10Be production made on different cores2.
The persistence of long-term features in the Earth’s magnetic
intensity or the existence of long-term periodic changes cannot,
however, be resolved in this relatively short time span. Here we
present the integration of 33 records of relative palaeointensity3–19

into a composite curve spanning the past 800 kyr. We find that the
intensity of the Earth’s dipole field has experienced large-ampli-
tude variations over this time period with pronounced intensity
minima coinciding with known excursions in field direction,
reflecting the emergence of non-dipole components. No stable
periodicity was found in our composite record and therefore our
data set does not support the hypothesis that the Earth’s orbital
parameters have a direct and strong influence on the geodynamo.

We constructed the database (Table 1) by selecting records
obtained after appropriate normalization of magnetization
intensity. All the studies have been published with the exception
of a high-resolution sequence from core ODP-102118. In addition to
the data involved in the composite curve1 referred to above (‘Sint-
200’), the present selection includes 16 new records relatively well
distributed around the globe, 10 of which document the interval
600–800 kyr ago (Table 1). In most cases, dating was obtained by
correlation to reference curves of oxygen-isotope (d18O) variations
or other palaeoclimate proxies such as low field susceptibility or
density. The age model defined by the d18O reference curve of
Bassinot et al.20 has been applied to records older than 300 kyr; the
reference curve of Martinson et al.21 was preferred for records
younger than 300 kyr because of its higher resolution. An alternative
approach was used for three cores (RC10-167, KS87-752 and P226)
with no obvious correlation between the palaeoclimate proxies and
the d18O reference curve. Following previous studies1,10, these
individual records of palaeointensity were correlated with a pre-
liminary stack derived from the other well dated curves. In a second
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