Modified predictive formula for the electron stopping power
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We report an improved predictive formula for the electron stopping power (SP) based on an analysis and fit of SPs and electron inelastic mean free paths (IMFPs) calculated from optical data for 37 elemental solids and energies between 200 eV and 30 keV. The formula is a function of energy, density, and IMFP, and is recommended for solids with atomic numbers larger than 6. While the mean deviation between predicted and calculated SPs was 7.25%, larger deviations were found for four additional materials, Li (22.2%), Be (17.9%), graphite (15.3%), and diamond (15.7%). The predictive SP formula can be applied to multicomponent materials. Test comparisons for two compounds, guanine and InSb, showed average deviations of 16.0% and 19.1%, respectively. The improved SP formula is expected to be useful in simulations of electron trajectories in solids with the continuous slowing-down approximation (e.g., in Auger-electron spectroscopy and electron microprobe analysis). © 2008 American Institute of Physics. [DOI: 10.1063/1.2891047]

I. INTRODUCTION

Quantification of Auger-electron spectroscopy (AES) and electron microprobe analysis (EPMA) should be based on a reliable theoretical model describing the transport of the primary-electron beam impinging on the sample surface. Monte Carlo (MC) simulations are often used to obtain a relation between the signal intensity and the concentration of a given element in the surface region. In principle, we need to determine primary-electron trajectories in the solid by simulating individual elastic- and inelastic-scattering events. This approach, however, is generally difficult due to the lack of sufficient data describing the differential inelastic-scattering cross section as a function of energy loss; in addition, it may not be easy to construct accurate statistical samplers for materials with complex structure in this differential cross section. In computational practice, these difficulties are circumvented by using the continuous slowing-down approximation (CDSA) in which it is assumed that the electron energy along a trajectory is a function of the trajectory length. A crucial parameter needed in the relevant MC algorithm is the stopping power (SP) which is defined as the energy change, \( \frac{dE}{dx} \), per increment of distance, \( dx \), along the trajectory, \( S = -\frac{dE}{dx} \). The CDSA and SP data are also used in modeling electron transport in solids for other applications.

The concept of SP has a long history in theories of electron transport. Over seven decades ago, Bethe\(^2\) developed a new well-known formula in which the SP is expressed, for nonrelativistic energies, as

\[
S = \frac{\rho}{N_0} \ln \left( \frac{\langle e \rangle}{2E} \right)
\]

where \( e_0 \) is the electron charge, \( e \) is the base for natural logarithms, \( N_0 \) is the Avogadro constant, \( Z \) is the atomic number, \( \rho \) is the density (in g/cm\(^3\)), \( A \) is the atomic mass, \( E \) is the electron energy (in eV), and \( \langle e \rangle \) is the mean excitation energy (in eV). Theconstant \( \langle e \rangle = 1.166 \) takes into account electron-exchange effects. Extensive compilations of calculated and measured SPs for numerous elements and compounds are available.\(^3-5\)

The Bethe formula is expected to be valid for relatively high primary-electron energies, i.e., energies exceeding the K-shell binding energies of all atoms constituting the sample.\(^6\) The reliability of the Bethe equation seems to be sufficient, however, in calculations of parameters needed in EPMA, and this equation is recommended for use for primary-beam energies between 15 and 30 keV.\(^7\) Nevertheless, analyses of calculated SPs for Al (where the K-shell binding energy is 1.56 keV) indicate that the Bethe equation is valid only for energies larger than about 10 keV, and larger minimum energies for validity of the Bethe equation are likely for higher atomic numbers.\(^8\)

It should also be noted that SPs from Eq. (1) become negative when \( E < J / 1.166 \), an obviously unrealistic result. Several attempts have been made to modify the Bethe equation so that it can be used at low energies. Rao-Sahib and Wittry\(^9\) proposed a parabolic extrapolation of the Bethe equation for \( E < 6.388J \); this extrapolation does not have any physical basis, and was introduced only for computational convenience. For example, their approach was used by Love et al.\(^10\) in calculations of so-called "Phi-Rho-Z" curves for
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quantitative EPMA. Other modifications to the Bethe equation have been proposed by Joy and Luo\textsuperscript{11} and by Fernandez-Varea \textit{et al.}\textsuperscript{12} Although the proposed extensions described SPs at low energies quite well, the relevant formulas are applicable to only a limited number of solids for which the needed parameters are available.

In AES, we need to follow the electron energies down to the ionization energies of core shells, generally below 1 keV. It is then critical, for MC simulations using the CSDA, to have reliable SPs at these energies. Attempts have been made to use the Bethe equation in calculations of the backscattering factor for AES, and a sophisticated algorithm has been proposed to avoid computational problems at low energies.\textsuperscript{13-15} A similar approach has been used in calculations of the energy dependence of the Auger-electron current and of the angular and energy distributions of electrons backscattered from solids.\textsuperscript{16} Due to the complexity of this algorithm, however, it has not been utilized by others.

In principle, one can derive a SP for any solid from Tougaard's universal inelastic-scattering cross-section formulas.\textsuperscript{17} The SP can be expressed in terms of the mean energy loss, $\Delta T(E)$, in an inelastic-scattering event and the inelastic mean free path (IMFP), $\lambda_{in}$:

$$S = \frac{dE}{dx} \approx \frac{\Delta E}{\Delta x} = \frac{\Delta T(E)}{\lambda_{in}}. \quad (2)$$

Although expressions can be derived for $\Delta T(E)$,\textsuperscript{1} the Tougaard formulas were developed for energy losses less than 50 eV; i.e., they did not include the contributions due to core-electron excitations that are significant for the SP.\textsuperscript{4} In addition, the Tougaard formulas were obtained for electron energies between 300 and 1500 eV, and may not be useful for energies outside this range. We therefore do not think it useful to compute $S$ from Eq. (2) with $\Delta T(E)$ from the Tougaard formulas.

An attempt has been made recently to derive a universal SP expression by approximation of the energy dependence of the $S\lambda_{in}$ product (the so-called $S$-lambda approach).\textsuperscript{18,19} The recommended expression, obtained from an analysis of SPs and IMFPs calculated from optical data for a group of 27 elemental solids for energies between 200 eV and 30 keV, has the form

$$S\lambda_{in} = \Delta T(E) = c_1(2Z + 1)\ln(c_2E) \text{ (in eV)}, \quad (3)$$

where $Z$ is the atomic number, $E$ is expressed in eV, $\lambda_{in}$ is expressed in $\text{Å}$, and $c_1 = 11.152$, $c_2 = 0.01639$, and $c_3 = 0.03386$ are coefficients derived from a fit to the product of the calculated SPs and IMFPs. The mean percentage deviation between SPs calculated from Eq. (3) and from optical data, averaged over the 27 elements, was found to be 10.4%.\textsuperscript{18}

The product $S\lambda_{in}$ is generally a monotonically increasing function of energy, with a relatively smooth shape.\textsuperscript{18} Thus, the derivation of an expression fitted to a large database of SP and IMF data seems to be a promising approach for a predictive formula providing SPs over a large energy range. In the present work, we present an improved SP predictive formula based on the $S$-lambda approach. First, we consider SPs and IMFPs calculated from optical data for 14 additional elemental solids. Second, we consider an improved approximating expression for $S$-lambda. We present a brief description of the SP and IMF calculations in the following section and explain the basis of our $S$-lambda expression. We then present comparisons of SPs from the improved expression with the calculated SPs in Sec. III. These results are discussed in Sec. IV.

II. THEORY

A. Calculations of IMFPs and SPs from optical data

A total inelastic-scattering cross section (or, equivalently, an IMF) can be found from a model dielectric function $\varepsilon(q, \omega)$, a function of momentum transfer $q$, and energy loss $T = h\omega$.\textsuperscript{20} The differential inelastic-scattering cross section, per atom or molecule, in an infinite medium is

$$\frac{d^2\sigma}{dq d\omega} = \frac{m_0 e_0^2}{\pi N \hbar E} \text{Im} \left\{ \frac{-1}{\varepsilon(q, \omega)} \right\} q,$$

where $m_0$ is the electronic rest mass, $N$ is the density of atoms or molecules per unit volume, and $\text{Im}[-1/\varepsilon(q, \omega)]$ is the energy-loss function (ELF). The dependence of the ELF on $\omega$ can be obtained from experimental optical data for the material of interest (for $q=0$) while the dependence of the ELF on $q$ can be obtained from an appropriate theoretical model.\textsuperscript{20}

The IMF and SP were determined using Penn's single-pole approximation\textsuperscript{21} from the following integrals of $\text{Im}[-1/\varepsilon(q, \omega)]/q$ and $\text{Im}[-1/\varepsilon(q, \omega)](\omega/q)$, respectively, over the kinematically allowed regions of $q$ and $\omega$:

$$\lambda_{in}^{-1} = \frac{1}{\pi a_0 E} \int_0^\infty \omega_p \text{Im} \left\{ \frac{-1}{\varepsilon(\omega_p)} \right\} d\omega_p \int q^2 dq \int_0^{E-\varepsilon_f} d(\hbar \omega) \delta(\omega - \omega_p(q))$$

$$\times \int_0^q d(\hbar \omega) \delta(\omega - \omega_p(q)), \quad (5)$$

and

$$S = \frac{1}{\pi a_0 E} \int_0^\infty \omega_p \text{Im} \left\{ \frac{-1}{\varepsilon(\omega_p)} \right\} d\omega_p \int q^2 dq \int_0^{E-\varepsilon_f} (\hbar \omega) d(\hbar \omega) \delta(\omega - \omega_p(q))$$

$$\times \int_0^q (\hbar \omega) d(\hbar \omega) \delta(\omega - \omega_p(q))], \quad (6)$$

where

$$\omega_p(q) = \omega_p^2 + \frac{1}{2}[v(\omega_p)q]^2 + (\hbar q^2/2m_0)^2,$$

$$q^2 = (2m_0 E/\hbar^2)[1 \pm \sqrt{1 - (\hbar \omega/E)}],$$

$v(\omega_p)$ is the Fermi velocity of a free-electron gas with plasma frequency $\omega_p$, and $a_0$ is the Bohr radius.

B. Improved predictive formula for the stopping power

The mean electron energy loss per inelastic interaction, $\Delta T(E)$, can be defined as
\[ \Delta T(E) = \frac{\int_{T}^{T} EK(E,T) dT}{\int_{0}^{T} EK(E,T) dT}, \]  
(7)

where \( T \) is the actual energy loss per inelastic interaction, and \( K(E,T) \) is the differential inelastic-scattering cross section.

We assume, as in our previous work,\(^8\) that \( \Delta T(E) \) is a product of several functions, with each of these functions providing a dependence on only one parameter, i.e., electron energy, density of the solid, and atomic number. That is,

\[ \Delta T(E) = F(E)G(\rho)H(Z). \]  
(8)

Appropriate functional forms of \( F, G, \) and \( H \) can be determined by minimization of the mean percentage deviation, \( \langle \Delta S \rangle \), defined by

\[ \langle \Delta S \rangle = 100 \sum_{j=1}^{N_E} \sum_{i=1}^{N_E} \frac{|S_{ij} - S_{0i}(E_j, \rho, Z_i)|}{S_{ij}}, \]  
(9)

where \( N_E \) is the number of elements, \( N_E \) is the number of energies, and

\[ S_{0i}(E_j, \rho, Z_i) = \frac{F(E_j)G(\rho)H(Z_i)}{\lambda_{in}}. \]  
(10)

For this analysis, we need an extensive set of SPs and IMFPs for a range of elemental solids and energies as well as suitable functions \( F(E), G(\rho), \) and \( H(Z) \). The procedure used to obtain these functions is outlined in the following section.

### III. RESULTS

In our derivation of the \( S \)-lambda expression in Eq. (3),\(^8\) we considered IMFPs and SPs calculated from optical data for 27 solid elements (C-glassy, Mg, Al, Si, Ti, V, Cr, Fe, Ni, Cu, Y, Zr, Nb, Mo, Ru, Rh, Pd, Ag, Hf, Ta, W, Re, Os, Ir, Pt, Au, and Bi) and electron energies between 200 eV and 30 keV. In the present work, we also consider similarly calculated IMFPs and SPs for 14 additional solid elements (Li, Be, C-graphite, C-diamond, Na, K, Sc, Ge, In, Sn, Cs, Gd, Tb, and Dy). The IMFPs (Ref. 22) and SPs (Refs. 8 and 23) were calculated for energies evenly distributed on a logarithmic scale with energy increments of 10%. ELFs for these solids were checked for internal consistency using the \( f \)-sum rule and the perfect-screening sum rule.\(^{24-26}\) These sum rules were satisfied with an average root-mean-square error of about 8.5%.

To fit Eq. (10) to the calculated SPs and IMFPs for the 41 elemental solids, we need suitable functional forms for the functions \( F(E), G(\rho), \) and \( H(Z) \). At first, we considered the energy dependence of the SP for a given element. On testing different expressions, the following functional form of \( F(E) \) was found to provide a satisfactory approximation to the calculated SPs:

\[ F(E) = D \cdot E^{2} \ln(d_1^2 E), \]  
(11)

where \( D = G(\rho)H(Z) \) for a given element, \( d_1^2 \) and \( d_1 \) are parameter values for a particular solid, and \( E \) is again expressed in eV. Approximations of SPs calculated for the \( i \)th element were then made from fits with the resulting expression:

\[
\Delta S = 100 \left( \frac{1}{N_E} \sum_{j=1}^{N_E} \frac{|S_{ij} - S_{0j}(E_j)|}{S_{ij}} \right).
\]  
(13)
energy dependence of the SP very well. In the majority of cases, \((\Delta S)\) is less than 2%; in the worst case (Pd), \((\Delta S)\) is 4.29%. Although there is no known theoretical justification for the form of Eq. (11), this equation provides a convenient description of the SP energy dependence for the 41 elemental solids. On comparison with Eq. (3), we see that the energy dependence proposed here is slightly more complicated than for our previous SP expression.

In a similar way, we determined the functional dependences of the calculated SPs on density and atomic number, i.e., the functions \(G(p)\) and \(H(Z)\). In the second stage, we assumed that the dependence of the product \(S_{\lambda_{\text{in}}}\) on density could be described by

\[
G(p) = d_1 (p + d_4)^{d_5},
\]

(14)

where \(p\) is expressed in g/cm\(^3\). The minimization was performed simultaneously for all elements and energies. The minimized function was again the mean percentage deviation:

\[
\langle \Delta S \rangle = 100 \frac{1}{N_p} \frac{1}{N_p} \sum_{i=1}^{N_p} \sum_{j=1}^{N_p} \frac{|S_{ij} - S_{\text{in}}(E_p, p_i)|}{S_{ij}}.
\]

(15)

where

\[
S_{\text{in}}(E, p) = \frac{d_1 E^{d_2} \ln(d_1 E)(p + d_4)^{d_5}}{\lambda_{\text{in}}}. \quad (16)
\]

It was found that Eq. (16) described well the calculated SPs for most elements, although larger deviations were found for the two elements with the smallest atomic number (Li and Be). In addition, large deviations were found in the fits for graphite and diamond. We eventually decided to omit these four low-Z materials in our fits. The minimization procedure, extended over 37 elements, resulted in the following values for the parameters \(d_i\) in Eq. (16):

\[
d_1 = 7.89271, \\
d_2 = 0.0117088, \\
d_3 = 0.0545126,
\]

FIG. 3. Same as Fig. 2 except for the four low-Z solids: (1) Li, (2) Be, (3) graphite, and (4) diamond.

 FIG. 2. Energy dependence of the function \(S_{\lambda_{\text{in}}}/G(p)\) for 37 elemental solids. This function is proportional to \(F(E)\), and has been obtained by dividing the product \(S_{\lambda_{\text{in}}}\) (in units of eV) for each solid and energy by the expression \(G(p) = d_1 (p + d_4)^{d_5}\) [see Eq. (14)]. The solid lines in both panels show the function \(F(E) = E^{d_2} \ln(d_1 E)\) [see Eq. (17)].

FIG. 4. Density dependence of the function \(S_{\lambda_{\text{in}}}/F(E)\). This function is proportional to the contribution \(G(p)\), and has been obtained by dividing the product \(S_{\lambda_{\text{in}}}\) (in units of eV) by the expression \(F(E) = E^{d_2} \ln(d_1 E)\) [see Eq. (17)]. The solid line shows the function \(G(p) = d_1 (p + d_4)^{d_5}\) [see Eq. (14)].
FIG. 5. Atomic number dependence of the function $S_{\lambda_{\text{in}}}/[F(E)G(p)]$. This function has been obtained by dividing the product $S_{\lambda_{\text{in}}}$ (in units of eV) by the expression $d_i E^{3/2} \ln(d_i E)/[\rho + d_i]^{1/2}$ [see Eqs. (14) and (17)]. The solid line shows unity.

$$d_4 = -0.0254 448 8,$$

$$d_5 = 0.326 907.$$

The minimum value of $\langle \Delta S \rangle$ from Eq. (15) is now 7.25%, a value that is much lower than that found previously using Eq. (3) as the fitting function (10.44% obtained for a fit to SPs for only 27 elemental solids).\textsuperscript{18}

Figure 1 shows products of the SPs and IMFPs, $S_{\lambda_{\text{in}}}$, calculated from optical data for the 37 elements as a function of energy. As indicated in our previous work, the products are a monotonically increasing function of energy.\textsuperscript{18} The plots have generally similar shapes for all elements but exhibit a considerable spread. To visualize the dependence on energy only, we plot the function $S_{\lambda_{\text{in}}}/G(p)$ for 37 elements in Fig. 2. We see that the spread in this function is much less than the spread in Fig. 1 (and also much less than the spread in Fig. 1 of Ref. 18). The solid line in Fig. 2 is a plot of the fitted energy dependence,

$$S_{\lambda_{\text{in}}}/G(p) = F(E) = E^{3/2} \ln(d_i E),$$

FIG. 6. Mean percentage deviations ($\langle \Delta S \rangle$), calculated from Eqs. (3) and (19) as a function of atomic number for the original set of 27 elemental solids (Ref. 18). The dashed line indicates the average value for this group of elements (10.44%).

FIG. 7. Mean percentage deviations ($\langle \Delta S \rangle$), calculated from Eqs. (16) and (20) as a function of atomic number for our group of 37 elemental solids. Open circles: previously considered group of 27 elements (see Fig. 5); solid circles: additional ten elements. The dashed line indicates the average value for this group of elements (7.25%). The four low-Z elements are indicated by solid triangles: (1) Li, (2) Be, (3) graphite, and (4) diamond.

FIG. 8. Comparisons of SPs calculated from optical data for silicon (dotted-dashed line) with SPs obtained from the SP predictive formulas. In the upper panel, the dashed line denotes SPs obtained from Eq. (3) and the solid line denotes SPs obtained from the presently proposed predictive formula [Eq. (16)]. The lower panel shows the percentage deviation expressed by Eq. (21) where the dashed line refers to SPs from Eq. (3) and the solid line refers to SPs from Eq. (16).
FIG. 9. Same as Fig. 7 except for iron.

FIG. 10. Same as Fig. 7 except for nickel.

with parameter values from our fit. Equation (17) follows from Eqs. (14) and (16). In Fig. 3, we show the function $S \chi_{in}/F(E)$ calculated for the four low-Z solids, and compare these plots with the shape of the fitted energy dependence. The shapes of these dependences deviate distinctly from the fitted curve for the 37 other solids, despite the fact that SPs for each of the four solids can be well described by Eq. (11) (see Table I).

We plot the function $S \chi_{in}/F(E)$ for the 37 elemental solids in Fig. 4 to show the dependence on density. We see that this dependence is now very well defined, as indicated by the solid line that shows a plot of Eq. (14) with parameter values determined from the fit. This result confirms that Eq. (14) proposed for describing the density dependence is satisfactory (although there is no known theoretical justification for this expression).

Finally, we attempted to introduce the function $H(Z)$ to make further improvements in the quality of the fit. An obvious choice would be the same function that was used in our earlier study: $^{18}$

$$H(Z) = d_0 Z + 1. \quad (18)$$

We plot the function $S \chi_{in}/[F(E)G(p)]$ in Fig. 5 to visualize the residual dependences on atomic number. We see, however, that the plotted points scatter around unity. Consequently, it is reasonable to assume that $d_0=0$. This conclusion was further confirmed by additional fits. Inclusion of the function $H(Z)$ in the minimization procedure did not decrease further the mean percentage deviation. We therefore conclude that Eq. (16) is suitable for approximating the calculated SPs.

Let us now consider the mean percentage deviation between SPs calculated from Eq. (3) and SPs calculated from optical data, averaged for the $i$th element over the considered energy range:

$$\langle \Delta S_i \rangle = 100 \frac{1}{N_{E_{j=1}}} \sum_{E_{j=1}}^{N_E} \frac{|S_{i,j} - S_{i,\text{opt}}(E_{j}, Z_i)|}{S_{i,j}}. \quad (19)$$

The mean percentage deviations for the previous S-lambda expression [Eq. (3)] are shown as a function of atomic number for the original set of 27 elements in Fig. 6. We note large deviations for Ni, Cu, and Bi. We now calculate similar mean percentage deviations for the presently proposed S-lambda expression [Eq. (16)]:

$$\langle \Delta S_i \rangle = 100 \frac{1}{N_{E_{j=1}}} \sum_{E_{j=1}}^{N_E} \frac{|S_{i,j} - S_{i,\text{opt}}(E_{j}, Z_i)|}{S_{i,j}}. \quad (20)$$

Values of $\langle \Delta S_i \rangle$ from Eq. (20) are shown in Fig. 7 for our group of 37 elements. We see that the improved S-lambda function gives generally smaller deviations than those shown in Fig. 6 for Eq. (3). The proposed predictive formula [Eq.
with fitted coefficients leads to the following mean percentage deviations for the low-\(Z\) materials: 22.18\% for Li, 17.92\% for Be, 15.34\% for graphite, and 15.73\% for diamond. These deviations are distinctly larger than the mean percentage deviations for the other elements. As follows from Fig. 7, the values of \(\langle \Delta S \rangle\) for glassy carbon, Ni, Cu, Ag, and Hf are appreciably larger than for other elements; they are equal to 11.86\%, 13.11\%, 14.51\%, 13.28\%, and 11.80\%, respectively. On the other hand, the largest values of \(\langle \Delta S \rangle\) shown in Fig. 6 are observed for Ni, Cu, and Bi (equal to 26.17\%, 26.78\%, and 29.06\%, respectively). The use of the improved predictive formula decreases considerably the mean percentage deviations for these three solids.

It is of interest to compare the calculated and predicted energy dependences of SPs for selected elements in the presently analyzed energy range. These comparisons are shown in the upper panels of Figs. 8–13 for Si, Fe, Ni, Cu, Y, and Bi (which show a reduction in \(\langle \Delta S \rangle\) from the improved formula) and the upper panel of Fig. 14 for Hf (which shows an increase in \(\langle \Delta S \rangle\) from the improved formula). In the lower panels, we show the percentage difference,

\[
\Delta S = 100 \left( \frac{S_{\text{calc}} - S_{\text{pred}}}{S_{\text{calc}}} \right),
\]

where \(S_{\text{calc}}\) denotes a SP calculated from optical data (for a particular element and energy) and \(S_{\text{pred}}\) denotes the corresponding SP from one of the predictive formulas, Eq. (3) or Eq. (16). As mentioned above, the best improvement is observed for Ni, Cu, and Bi (Figs. 10, 11, and 13). For Ni and Cu, however, the performance of the improved formula is still not ideal. The maximum deviation reaches 20\% for \(E < 1\) keV. Equation (3), however, leads to deviations exceeding 30\% for this energy range. The improvement for Bi is the most pronounced. SPs from the improved formula deviate from the calculated SPs by less than 10\% over the total energy range considered, while deviations of up to 40\% are observed with the previous formula. Nevertheless, use of Eq. (16) leads to larger mean percentage deviations for some elements than Eq. (3), as can be seen from Figs. 6 and 7. The largest increase is observed for Hf. Figure 14 shows comparison of Hf SPs from the two predictive formulas with the SPs calculated from optical data. In this case, the maximum percentage difference is 19.11\% at 30 keV with the improved formula while previously the deviation at 30 keV was 8.35\%. The maximum deviation for Hf with the previous formula was \(-19.43\%\) (near 300 eV). Although the improved formula performs better for Hf at low energies, the mean percentage deviation is distinctly larger with this formula.

IV. DISCUSSION

Our improved predictive SP formula [Eq. (16)] provides satisfactory fits to a set of calculated SPs and IMFPs for 37
elemental solids for electron energies between 200 eV and 30 keV. The mean percentage deviation between SPs from Eq. (16) and SPs calculated from optical data was 7.25%, much less than the mean deviation of 10.44% found with our previous SP formula [Eq. (3)] for 27 of these solids. Nevertheless, Eq. (16) does not provide satisfactory fits for four low-Z solids (Li, Be, graphite, and diamond). As previously mentioned, the average percentage deviation between SPs from Eq. (16) and SPs from optical data for these four solids varied between 15.15% and 24.85%. Although the energy dependence of the SPs for the low-Z elements is well described by the expression proposed here [Eq. (11)] (see Table I), the shapes of these dependences deviate noticeably from the shape of the energy dependence found from fits to the SPs for the other 37 elements, as shown in Fig. 3. Consequently, our predictive formula may, unfortunately, lead to considerable deviations when applied to low-Z elements. This situation is illustrated in Figs. 15 and 16. For Li (Fig. 15), the maximum deviation of SPs from Eq. (3) is 151.73% while the maximum deviation from Eq. (16) is 58.92%, both at 30 keV. For Be (Fig. 16), the maximum deviations are also observed at 30 keV, and are equal to 57.63% and 48.72% for Eqs. (3) and (16), respectively.

Our analysis indicates that the improved predictive SP formula [Eq. (16)] is satisfactory for describing the calculated SPs for our group of 37 elemental solids with $Z > 6$.

For Li, Be, graphite, and diamond, it is advisable to use Eqs. (11) and (12) with parameter values given in Table I to obtain fitted or interpolated SPs for these solids. The predicted SPs from Eq. (16) for glassy carbon, however, are reasonable, as shown in Figs. 6 and 7. The average deviation between SPs from Eq. (3) and the calculated SPs is 12.51%, while the corresponding deviation from Eq. (16) is 11.86%.

We emphasize that Eq. (16) is an empirical formula and that we do not have a physical basis for the direct dependence on electron energy and sample density. We point out, however, that IMFP values can be estimated from energy, density, atomic or molecular weight, and the bandgap energy for nonconductors [Eq. (24) below]. The dependence of $S_{\text{he}}(E, \rho)$ on energy and density can therefore be more complex than indicated by Eq. (16).

SP data are frequently needed for MC modeling of electron trajectories. Such calculations provide useful parameters for quantification of AES and EPMA. For example, simulations of primary-electron trajectories over a wide range of energies are made to calculate parameters describing electron backscattering from solids [e.g., the backscattering factor in AES (Refs. 1, 13–15, and 27) and the excitation depth distribution function giving the in-depth distribution of inner-shell ionizations in AES and EPMA]. MC simulations can be similarly used in calculations of the radial distribution of Auger-electron emission; this approach facilitates determina-
FIG. 15. Comparisons of SPs calculated from optical data for lithium (dot-dashed line) with SPs obtained from the predictive formulas. In the upper panel, the dashed line denotes SPs obtained from Eq. (3) and the solid line denotes SPs obtained from the presently proposed predictive formula [Eq. (16)]. The lower panel shows the percentage deviation expressed by Eq. (21) where the dashed line refers to SPs from Eq. (3) and the solid line refers to SPs from Eq. (16). Note that the lithium data were not considered in the derivation of Eqs. (3) and (16).

FIG. 16. Same as Fig. 13 except for beryllium.

SPs for the group of 37 elemental solids and to introduce the IMFP and density $\rho_c$ of the compound,

$$S_{\text{comp}}(E, \rho_c) = \frac{d_1 E^{d_2} \ln(d_3 E) (\rho_c + d_4)^{d_5}}{\lambda_{\text{in}}},$$  \hspace{1cm} (23)

Preliminary calculations of $S_{\text{comp}}$ have been made for one organic compound (guanine) and one inorganic compound (InSb). Figures 17 and 18 show SPs calculated from optical data for these compounds together with SPs obtained from the previous predictive formula for compounds [Eq. (22)] and the improved predictive formula [Eq. (23)]. We see in Fig. 17 that the deviations of predicted SPs from Eq. (22) for guanine reach 38.3% for $E=200$ eV; nevertheless, SPs from the improved formula are more accurate than the old formula [Eq. (22)] for $E>3$ keV. The percentage deviation reaches 19.5% at 30 keV, as compared with 38.5% for Eq. (22). For InSb in Fig. 18, SPs from the improved predictive formula, over the entire energy range,deviate from the calculated SPs more (with a maximum deviation of 24.9% at 245 eV) than for the previous formula (with a maximum deviation of 14.0% at 221 eV). The mean percentage deviations $\langle \Delta S \rangle$ calculated for these two compounds using Eq. (20) [and replacing $S_{\text{in}}(E, \rho)$ with $S_{\text{comp}}(E, \rho_c)$ given by Eq. (23)] are larger than found for most elemental solids (Fig. 6): 16.0% for guanine and 19.1% for InSb.

IMFPs have been calculated from optical data for only a
FIG. 17. (a) Comparisons of SPs calculated from optical data for guanine (dot-dashed line) with SPs obtained from the two predictive formulas. The dashed line denotes SPs obtained from the previously proposed formula for compounds [Eq. (22)] and the solid line denotes SPs obtained from the presently proposed formula [Eq. (23)]. (b) Percentage deviations expressed by Eq. (21) between SPs from the two predictive formulas, Eq. (22) (dashed line) and Eq. (23) (solid line), and SPs calculated from optical data.

very limited number of compounds. It is then necessary to compute IMFPs for most compounds [for use in Eq. (23)] from the TPP-2M predictive formula:

\[
\lambda_{in} = \frac{E}{E_p^{2\gamma} \beta \ln(\frac{\gamma E}{C/E} + (D/E^2))} \quad \text{(in Å)},
\]

\[
\beta = -0.10 + 0.944\left(E_p^2 + E_p^{2\gamma} - 1/2\right) + 0.069p^{0.1},
\]

\[
\gamma = 0.191p^{-1/2},
\]

\[
C = 1.97 - 0.91U,
\]

\[
D = 53.4 - 20.8U,
\]

\[
U = N_e p/A = E_g/\text{829.4},
\]

where \(E_p = 28.8(N_e p/A)^{1/2}\) is the free-electron plasmon energy (in eV), \(N_e\) is the number of valence electrons per atom (for elemental solids) or molecule (for compounds), \(A\) denotes here the atomic or molecular weight, and \(E_g\) is the bandgap energy (in eV). We see that the SP for a given
clement or multicomponent solid, expressed by Eqs. (16) and
(24) for elemental solids or Eqs. (23) and (24) for alloys and
compounds, can be determined from four material parameters: density, molecular weight, bandgap energy, and num-
ber of valence electrons per molecule. The accuracy of this
procedure for multicomponent solids may be rather limited
at present, as follows from Figs. 17 and 18. We plan to make
more extensive comparisons of calculated SPs and IMFPs
from Eqs. (23) and (24) with SPs calculated from optical
data for other compounds for which the needed optical data
are available.

V. SUMMARY

We have developed an improved predictive formula [Eq.
(16)] for the electron SP based on a combined fit to SPs and
IMFPs calculated from optical data for 37 elemental solids
and energies between 200 eV and 30 keV. The improved
formula, a function of electron energy, density, and IMFP,
yielded a mean deviation between predicted SPs and calcu-
lated SPs of 7.25%, a value lower than that found from our
earlier predictive SP formula (10.44%).

Large average deviations were found for four other ma-
terials, Li (22.2%), Be (17.9%), graphite (15.3%), and dia-
mond (15.7%), in comparisons of SPs from Eq. (16) and the
calculated SPs. Although the energy dependence of the SPs
for these four low-Z materials is well described by a similar
expression [Eq. (11)], the shapes of these dependences deviate noticeably from the shape of the energy dependence found from fits to SPs for the other 37 solids [Eq. (16)]. We were unable to find any simple dependence on atomic number that would provide a better fit for the complete group of 41 elemental solids. We therefore recommend use of Eq. (16) only for $Z > 6$. For Li, Be, graphite, and diamond, we recommend use of Eqs. (11) and (12) with the corresponding parameter values in Table I.

We have generalized our predictive SP equation to apply to multicomponent materials (i.e., compounds and alloys). Equation (23) can be used for this purpose with the same parameter values as for Eq. (16) but now with the density and IMFP of the compound or alloy. We tested Eq. (23) with SPs calculated from optical data for guanine and indium antimonide. While relatively large average deviations of 16.0% and 19.1%, respectively, were found between predicted and calculated SPs for these two compounds, we plan to investigate the validity for a range of organic and inorganic compounds.
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