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Recent experiments with the National Institute of Standards and Technology (NIST)
Electrostatic Force Balance (EFB) have achieved agreement between an electrostatic
force and a gravitational force of 10−5 N to within a few hundred pN/�N. This result
suggests that a force derived from measurements of length, capacitance, and voltage
provides a viable small force standard consistent with the Système International
d’Unités. In this paper, we have measured the force sensitivity of a piezoresistive
microcantilever by directly probing the NIST EFB. These measurements were linear
and repeatable at a relative standard uncertainty of 0.8%. We then used the calibrated
cantilever as a secondary force standard to transfer the unit of force to an optical
lever–based sensor mounted in an atomic force microscope. This experiment was
perhaps the first ever force calibration of an atomic force microscope to preserve an
unbroken traceability chain to appropriate national standards. We estimate the relative
standard uncertainty of the force sensitivity at 5%, but caution that a simple model of
the contact mechanics suggests errors may arise due to friction.

I. INTRODUCTION
Commercial and custom mechanical test instruments,

including instrumented indentation machines and atomic
force microscopes, have recently been developed with
displacement resolutions extending into the nanometer
level and with force detection capabilities extending to
the nanonewton regime. These devices are used for
studying micromechanical material properties such as
hardness and modulus,1 fatigue and fracture of thin
films,2,3 adhesion of ultra-thin films,4 and even for the
measurement of covalent bond forces.5 This field of ex-
perimental mechanics, or nanomechanics as it is being
called, is of ever-increasing importance in the develop-
ment of new materials and products. In Fig. 1, we attempt
to capture a sense of the tremendous scope of the forces,
phenomena, and instruments encountered.

As miniaturization trends continue in advanced tech-
nology industries, for example in the manufacture of mi-
croelectronics, photonics, data storage devices, and mi-
croelectromechanical systems (MEMS), it is increas-
ingly necessary to rely on nanoscale measurements for
the control of manufacturing processes, the evaluation of
device performance, and the characterization of material
behavior. Correspondingly, a desire for accurate, trace-
able, nanoscale length and force measurement is emerg-
ing within the International Organization for Standard-
ization (ISO) task groups and American Society for Test-
ing and Materials committees. Of particular interest to
the audience of this Journal of Materials Research focus

issue on instrumented indentation are the efforts of these
groups to develop instrumented indentation standards.6

At a basic level, instrumented indentation requires
measurement of two units that are well defined within the
Système International d’Unités (SI): a length and a force.
The ability to realize a change in length of 1 nm using the
wavelength of light is challenging but achievable within
the realm of established metrology techniques based on
subdividing interference fringes (although length be-
comes of limited absolute accuracy at this level, with the
best interferometer at the National Institute of Standards
and Technology (NIST) having achieved resolution ac-
curacy of just less than 10 picometer (pm),7 or approxi-
mately 1% of a nanometer). The situation in force is even
worse: no methods for establishing force measurement
traceability at levels below 10−5 N are currently avail-
able. It is within this context that NIST is seeking to
develop competency in the realization and measurement
of microforces by creating a facility and instruments ca-
pable of providing a viable primary force standard below
10−5 N; the goal being to realize force in this range at a
relative uncertainty of as little as 10 pN/�N. This new
project complements a body of existing work at NIST to
develop standards and methods for the instrumented in-
dentation community, with the two combining to provide
a metrological basis for manufacturers seeking traceable
characterization of thin film mechanical properties.

In what follows, we briefly review the working prin-
ciples of the NIST electrostatic force balance (EFB) and
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describe how it can be used to provide a realization of
small force, potentially accurate enough to serve as a
primary standard of force for calibrating probe-style
force sensors. In fact, we advocate the EFB as a viable
standard for the top of the metrology hierarchy for small
force and suggest a methodology for calibrating probe
force sensors against it. Once calibrated in this fashion,
these small force sensors can directly be used as the
sensing element in force probe instruments to achieve
calibrated force measurements or they can serve as cali-
bration specimens, or secondary force standards, that can
be probed by other instruments needing calibration.

To illuminate these concepts, we report the results of
an experiment to calibrate the force sensitivity of a com-
mercially available piezoresistive cantilever. This device
was selected as an example of a candidate probe sensor
whose calibration might prove useful to atomic force
microscope–style force probe instruments. The results
reported in this paper show repeatability in the determi-
nation of its force sensitivity below a percent for a spe-
cific contact condition. However, we also argue from
basic mechanics that these results can be subject to errors
due to the friction produced by the contact conditions.
Finally, having demonstrated the ability to calibrate this
piezoresitive cantilever as a “load cell,” the device is
used as a secondary force standard to calibrate an atomic
force microscope. This entails operating the atomic force
microscope as a force probe, pressing its cantilever
against the calibrated piezoresistive sensor in a single-
axis scan normal to the specimen stage.

II. SI FORCE REALIZATION

The most common approach to force realization, and
the one universally accepted as a primary standard of

force, is a calibrated mass in a known gravitational field,
or deadweight force. Unfortunately, the precision of
deadweight force is linked to mass and decreases as the
masses are subdivided to achieve smaller forces. The
smallest calibrated mass available from NIST is 0.5 mg
(∼5 �N) and has a relative uncertainty of a few tenths of
a �g/mg. In principle, smaller masses could be cali-
brated, but they would be difficult to handle, and the
trend is for the relative uncertainty to increase in inverse
proportion to the decrease in mass.8 If this trend contin-
ues, the uncertainty will likely reach the same magnitude
as the force at a dead weight producing 1 nN.

Force is a derived unit within the SI and can in prin-
ciple be realized using whatever physics are convenient,
provided the physics can be expressed in terms of meas-
ured quantities that are themselves expressed in terms of
some combination of the SI base units. Conceptually,
forces can be realized in this range using the SI unit of
length in combination with the electrical units defined in
the SI and linked to the Josephson and quantized Hall
effects. This realization can be done using electromag-
netic forces (e.g., the NIST Watt balance experiment9) or
using electrostatic forces,10 although such energy bal-
ance experiments were originally conceived to define
electrical units in terms of SI mechanical quantities. We
have chosen to realize an electrostatic force rather than
an electromagnetic force because the required metrology
seems somewhat simpler to execute, and the forces gen-
erated, although generally less than those feasible elec-
tromagnetically, are appropriate for the force range of
interest. Also, electrostatic force generation is common
in MEMS, and the demonstration that these forces can be
calibrated from electrical and length measurements could
prove beneficial.

A. Electrostatic force balance

The mechanical work required to change the position
of two electrodes with respect to one another in a one-
dimensional capacitor (only the overlap or separation can
vary) while maintaining constant voltage is:

dW = F � dz = 1⁄2U2 dC , (1)

where dW is the change in energy (mechanical work), F
is the force, dz is the change in the overlap or separation
of the electrodes, U is the electric potential across the
capacitor, and dC is the change in capacitance. Thus,
force can be realized from electrical units by measuring
U and the capacitance gradient dC/dz, or

F = 1⁄2U2
dC

dz
. (2)

This is of course an idealized one-dimensional approxi-
mation of a physical system that will in truth be multi-
dimensional and exist within a host of external fields and

FIG. 1. Relative magnitude of small force phenomena and instruments
used for their measurement
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stray electrical charges. The goal is to assemble a system
that reproduces this idealization as closely as possible
through the use of proper constraints on the geometry and
suspension of the resulting electrodes along with effec-
tive shielding from perturbing fields and charges. Also,
in developing a prototype, it has been advantageous to
validate this electrostatic force realization against dead-
weight force, at least in the higher range where the un-
certainty achievable mechanically is still competitive.

In consideration of these factors, we have designed our
force generator to operate along a vertical axis (z direc-
tion) defined by the gravitational normal as part of an
electromechanical null balance shown in Fig. 2. Observe
that the electrodes consist of a pair of nested, coaxial
cylinders. The outer cylinder is fixed while the inner
cylinder is allowed to translate along the z axis, varying
the degree of overlap. The portion of the inner cylinder
outside the fixed electrode is shielded using a guard ring.
The capacitance of this geometry is in principle a linear
function of the overlap of the two cylinders. In fact, for
a perfectly coaxial arrangement, the resulting electrical
force is directed solely along the z axis because the in-
plane forces cancel one another. To define this axis of
symmetry, we use a flexure translation stage. The flexure
translation stage, or balance suspension system, is essen-
tially a weak leaf spring designed to produce rectilinear
motion, preventing the inner cylinder from rotating about
the x, y, or z axis or from translating in the x or y direc-
tions. Deviations from a coaxial alignment cause the ca-
pacitance to vary in a nonlinear fashion with overlap and
give rise to off-axis forces.

Recent results with this instrument,11,12 referred to as

the NIST EFB, demonstrated a relative standard differ-
ence of a few hundred pN/�N in the comparison of gravi-
tational and electrostatic forces ranging between 10 �N
and 100 �N. This result indicates that the electrostatic
force can be constrained and measured in a fashion con-
sistent with the SI, with accuracy sufficient to warrant
consideration as a primary standard of force in this re-
gime. The experiment consisted of operating the force
generator as a null displacement force balance, where the
voltage potential between the concentric cylinders was
controlled to maintain a balance of forces acting on the
flexure translation stage. The electric potential required
to maintain the null position of the electrodes with re-
spect to one another when a load was applied was inter-
preted as an SI force from previous measurements of the
capacitance gradient. The gradient was obtained by dis-
placing the moving electrode while recording the result-
ing change in displacement and capacitance. The meas-
urement methods are traceable: an interferometer for dis-
placement and a calibrated ac bridge for capacitance. It is
very important to recognize that this experiment com-
pares two different approaches to realizing the same SI
force, and that this comparison is used to insure that a
systematic error is not being made in the realization of
either test force. Discrepancies between deadweight and
electrostatic test forces indicate problems with alignment
of the electrostatic force generator and gravity or the
presence of other possible confounding forces arising
from the dead weight interacting with the balance and
environment, or vice versa. For instance, a balance cali-
bration can be biased due to interactions of the dead
weight with the environment, as was the case in early
experiments, where charging of the dead weight caused it
to be attracted to the automated lift used to place weights
on and off the balance.

At present, the resolution of the prototype balance is of
the order 10−8 N due to limits on the resolution of null
using an interferometer to detect the deflection of the
comparatively stiff balance suspension (approximately
10 nm and 13.4 N/m, respectively). The electrodes of the
EFB, in principle, can easily produce test forces of any
magnitude between 5 × 10−10 N and 2 × 10−4 N with a
relative uncertainty of less than a part in 104. To take
advantage of these accurate, traceable small forces, a new
suspension system has been designed13 to interface be-
tween the electrodes and test artifacts, and plans have
been made to move the entire system into a vacuum
chamber. The new suspension system has demonstrated
the ability to produce an equivalent spring constant be-
low 0.05 N/m using a stiffness compensation scheme.
The mechanism also makes use of a counter-balanced
parallelogram linkage, so the center of gravity may be
located on the central pivot axis. This helps minimize the
sensitivity to seismic disturbances. The move to vacuum
will eliminate variations in the index of refraction that

FIG. 2. The prototype electrostatic force balance. Inner cylindrical
electrode of 15-mm diameter is suspended from a compound paral-
lelogram leaf spring made of 50-�m-thick CuBe producing a single
axis spring of stiffness 13.4 N/m. Deflections are measured using a
double-pass Michelson interferometer and nulled using a feedback
servo to apply voltage to the outer cylinder. Electrode gap is nominally
0.5 mm and overlap is nominally 5 mm.
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affect both the capacitance and displacement metrology,
eliminate air currents and airborne acoustic vibrations
that perturb the balance, and will increase the breakdown
potential, extending the useful range of the balance. A
range from 10 pN to 1 mN is expected due to these
combined improvements.

If piconewton-level resolution is obtained, we hope to
explore optical and molecular forces as alternate primary
and possible intrinsic standards of force. The pressure
exerted by light can be computed from determinations of
the incident optical power and reflectivity using the
speed of light. These measurements can be made inde-
pendently using SI traceable procedures. Such an alter-
native SI force could be used to verify the low-range
accuracy of the balance system. Observe in Fig. 1 that
most covalent bonds have strengths of a few nanonew-
tons. The next-generation balance should enable the
measurement of such forces with percent-level accuracy.
It may be possible in the future to speak of intrinsic
standards of force based on bond rupture strengths veri-
fied using measurements with the EFB.

The EFB is anticipated to provide a very accurate re-
alization of force that can be used as a primary standard.
It does, however, work at a slow measurement frequency
(limited mechanical bandwidth) and is not a practical
standard for industrial use. Eventually, it is also our pur-
pose to evaluate transfer artifacts (i.e., calibrated load
cells or force generators), through which we can dissemi-
nate this realized force to users in industry and academia.
It is hoped that devices can be found that will be accu-
rate, robust, and of suitable bandwidth. This subject
forms the focus of the remainder of this paper.

III. SI FORCE DISSEMINATION: FORCE
SENSORS AS TRANSFER ARTIFACTS

The typical macroscopic force transfer artifact is a
high-quality strain-gauge load cell capable of reproduc-
ing changes of load within its operating range with ac-
curacy of the order a few N/MN. At the level of micro-
and, perhaps, nanonewton forces, we would like to trans-
fer the unit of force with a more modest accuracy of a
few tenths of a percent. This is the accuracy sought in
draft measurement standards for instrumented indenta-
tion6 and is representative of the growing metrology
needs in the measurement of small force.

The notion of transferring the SI unit of force through
an artifact is well developed at the macroscale (e.g.,
ASTM E74-00a) and is characterized by two fundamen-
tal approaches. As an example of the first approach, con-
sider a typical loading apparatus, such as a materials
testing machine, that is equipped with a load cell to
measure the magnitude of the tensile or compressive
forces that it applies along its loading axis. This load cell
can be removed and calibrated against a primary standard

of force, such as a deadweight-loading machine, or dead-
weight loads can directly be applied to the sensor in situ.
In this fashion, the unit of force is disseminated to the
materials testing machine via calibration of its load cell
directly against a primary standard of force. We observe
that this is the standard approach for instrumented inden-
tation equipment, with sensors typically calibrated in situ
by the hanging of small masses from the load head. Such
a procedure has even been attempted for atomic force
microscopy (AFM)14 where microsphere weights were
attached to the end of the cantilever sensor. This is by far
the most direct application of existing force realization
practice, however, it is plagued by the aforementioned
uncertainties of mass, not to mention that the procedure
seems prohibitively difficult to execute for the atomic
force microscope.

In the second approach, the example machine is cali-
brated using a transfer artifact or secondary force stan-
dard. This secondary force standard is, in fact, another
load cell that has been calibrated against a primary stan-
dard of force. Once again, the unit of force is dissemi-
nated from a primary standard to the testing machine, this
time through calibration of an intermediary load cell. The
accuracy of this second approach, at least for macroscale
devices, is inferior to the first due to the added complex-
ity of interfacing the two load cells, but it is more con-
venient. At the microscale, calibration procedures built
around a secondary standard appear to produce better
precision. Some success has been reported in the force
calibration of atomic force microscope systems through
the use of so-called calibration cantilevers.15–17 The pro-
cedure consists of pressing a cantilever of unknown stiff-
ness against a calibration cantilever of supposedly known
stiffness. The stiffness of the calibration cantilever is
known to the extent that it is computed from estimates of
its cross-section dimensions and modulus of elasticity.16

The stiffness of cantilever load cells has also been deter-
mined by probing them against a mass balance using an
appropriately calibrated scanning stage.17 This latter ex-
periment uses a mass balance as a comparator between
deadweight and elastic forces in a fashion similar to the
work considered here.

The test forces available by treating a mass balance as
a transfer standard are well suited to instrumented inden-
tation of metals (the so-called nanorange between 1 �N
and 2000 �N specified in ISO14577), although the form
factor of a mass balance is often inconvenient (e.g., too
large to fit on a specimen stage). Nevertheless, traceable
forces can be derived from mass and gravity and trans-
ferred to a load cell of more suitable form factor using the
balance as an intermediary, provided loading axes are
aligned properly with gravity. In fact, it is only a desire
to extend traceability to the much smaller forces typical
of atomic force microscopes, which drives the develop-
ment of the electrostatic force generator described in the
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previous section. The goal is traceable nanonewtons, and
this cannot be achieved via conventional balances. An
instrumented indenter possessing its own electrical force
generator and having a resolution of nanonewtons might
provide a good start. However, such devices are not de-
signed explicitly to produce a force that can be computed
from first principles application of the appropriate elec-
tromagnetic theory. In their current form, they must be
calibrated ultimately through comparison to dead weight.
And, as has been observed, 5 �N is the smallest available
deadweight-generated force. Relying on the instrument
to generate test forces below this level would be trusting
to the linearity of the indenter’s force generator, which is
likely to be very good, but hard to trust once levels fall
below 0.5 �N.

In summary, what we seek in a microscale load cell,
through analogy to conventional large-scale force prac-
tices, is a device with a well defined loading point, re-
sponsive to loads only along a well-defined axis, and
possessing its own sensor for converting the load to a
usable readout. This readout is preferably a voltage that
is repeatable to a few tenths of an mV/V. This load cell
should be capable of use in either of the two calibration
approaches. To be compatible with atomic force micro-
scope–style probe force instruments, the load cell should
be of a size compatible with both the sensor and speci-
men holders common in commercial atomic force micro-
scope devices. Similarly, sensors compatible with the
working space of commercial instrumented indentation
equipment are also desirable, though this geometry is less
restrictive.

A. Atomic force microscope force sensors

Within the context of commercial atomic force micro-
scope equipment, there is a fairly limited selection of
sensors in the desired micro- to nanonewton force range,
with the vast majority based on a cantilever elastic load
element that deflects in response to the applied load.
Such cantilever sensors usually have a sharp tip that pro-
vides the requisite well-defined loading point; however,
from a metrology standpoint, this arrangement fails to
define a single measurement axis because a cantilever
will also respond to moments occurring at the point of
contact. Ideally, a constrained load element, such as a
parallelogram flexure, is preferable, though few ex-
amples of such devices exist on this scale, and no com-
mercial examples could be found.

The detection schemes used to measure the elastic de-
formation of scanning-probe cantilevers, such as capaci-
tive, interferometric, and the well-known optical lever
arm techniques,18 present another set of problems for
accurate force metrology. For instance, all of these tech-
niques measure the deformation by recording the

displacement at a given point on the cantilever. Typi-
cally, they use an externally supplied reference frame to
monitor this deflection and produce the force readout.
Clearly, the displacement calibration of these instruments
can vary greatly with set-up and alignment of the canti-
lever with respect to the external frame of reference.
Direct calibration of such devices against the EFB is
conceivable, but awkward, because it requires position-
ing the entire atomic force microscope over the EFB. It
also seems we cannot easily use these devices as second-
ary force standards because the force calibration is pre-
served only as long as the cantilever remains aligned with
the atomic force microscope’s displacement measuring
metrology frame. Previous calibration approaches have
focused on determining the spring constant of the load
element14–20 because in principal this can be determined
independent of the detection hardware and results in an
artifact with a calibration that can be transferred from
instrument to instrument. However, embracing this ap-
proach requires that the detection scheme eventually be
calibrated as an absolute displacement, otherwise the
calibration remains setup dependent.

There are cantilever sensors that measure strain rather
than displacement. This approach has the advantage of
keeping the metrology local to the cantilever. The strain
measurement is achieved using the well-known piezore-
sistance phenomenon. Piezoresistance occurs in metals
and semiconductors and refers to a variation of bulk re-
sistivity of a material with applied stress. This effect can
be used to sense strain in elastic load members as a
change in resistance and is sometimes referred to as a
solid-state strain gauge. It has been used in various pres-
sure detection schemes since its discovery and has suc-
cessfully been applied to the atomic force microscope to
achieve atomic resolution imagery.21 As applied in
atomic force microscopes, a resistor is typically doped
into a region of material at the base of a silicon cantile-
ver. The nominal resistance is a function of dopant con-
centration (typically boron) and can be fabricated using
known relationships about semiconductor properties. De-
flection of the cantilever by an applied force causes the
resistance of the cantilever to vary about its nominal
value, the sign and magnitude of deviation depending on
the net change in stress experienced in the doped region.
The resistance can be observed using a Wheatstone
bridge or Ohm meter of sufficient resolution. Hence, this
method of load detection has much in common with tra-
ditional strain-gauge-based load cells used as secondary
force standards, albeit at a much smaller scale.

Cantilevers composed of piezoresistive material as de-
scribed above are available commercially, and a photo of
the type of cantilever purchased for use in our experi-
ments is shown in the inset of Fig. 3, accompanying a
plot of the typical “open circuit” terminal voltage of the
device. The force sensitivity is nominally 500 nN/�,
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with a low frequency force noise of 0.4 nN when inte-
grated between 10 Hz and 1000 Hz, according to the
manufacturer’s specification. In our experience with “di-
rect current” force measurements using these sensors, we
seldom achieved better than 10 nN in resolution because
the noise performance below 10 Hz becomes dominated
by 1/f noise in the detection electronics or piezoresistor
itself. The plot of open-circuit voltage as a function of
frequency shown in Fig. 3 reveals this trend. In this plot,
we distinguish between regimes where the noise has a
predominately 1/f character and where the noise has a flat
spectrum typical of Johnson noise.

Thus far, the low-frequency noise has limited the ap-
plication of these devices in force microscopy, with the
vast majority of systems still choosing optical detection.
However, there is recent evidence that careful design can
manage these noise problems and produce sensors with
resolutions that meet or exceed that achieved using op-
tical detection schemes, with demonstrated low-
frequency resolution at or below 3 pN.22 Finally, we
observe that both the nominal resistance and stress sen-
sitivity of a piezoresistor may vary with temperature.23

This temperature dependence must be considered and
preferably quantified if such devices are to be developed
as force artifacts, and this issue remains to be studied.

IV. CALIBRATION OF A
PIEZORESISTIVE CANTILEVER

A. Setup

The EFB was probed using the previously discussed
commercial piezoresistive cantilever, as illustrated sche-
matically in Fig. 4. In this experiment, the cantilever had
a nominal resistance of 3.04 k�, length of approximately
3 × 10−4 m, thickness of approximately 3 �m, total width
of 50 �m, and a published spring constant of 1 N/m (all

according to the manufacturer’s specification). Changes
in resistance were recorded using a metrology-grade re-
sistance meter with a two-wire connection. The cantile-
ver chip came mounted on a ceramic base with gold
contacts, to which we soldered two wire leads made from
0.25-mm-diameter magnet wire.

An obvious issue to be addressed in the development
of a standard load cell for atomic force microscopes will
be a methodology for fixing the orientation of the device
with respect to the EFB load button. We chose to use the
ceramic base of the piezoresistive sensor as a reference
surface, gluing the cantilever assembly to a glass micro-
scope slide, which was then clamped in a fixture, making
an angle of approximately 14° between the plane of the
cantilever and a plane normal to the balance axis. The
angle was selected as representative of the nominal angle
used in typical AFM instruments, though, to our knowl-
edge, no standard orientation exists. The fixture was at-
tached to a combination coarse and fine adjustment
three-axis scanning stage for probing the balance. In
these initial experiments, no attempt was made to align
the probe axis to the balance flexure axis (i.e., with grav-
ity), though this too will be important in developing a
standard procedure.

B. Procedure

The cantilever was brought into contact with the top of
the balance load button by manually turning a microme-
ter screw on the z axis of the three-axis stage. A ruby
sphere 3 mm in diameter with 0.64-�m sphericity served
as the balance load button. This sphere is a precision
optical component possessing a polished surface, and it
appeared “smooth” within the resolution of a long stand-
off microscope (of the order a few micrometers) used
during the experiment to observe the physical point of
contact. Upon contact, the force was sensed as a change

FIG. 3. Open circuit terminal voltage as a function of frequency show-
ing regions of different noise phenomena.

FIG. 4. Schematic of cantilever calibration set-up. Load button is a
polished ruby spherical lens, 3 mm in diameter.

J.R. Pratt et al.: Progress toward SI traceable force metrology for nanomechanics

J. Mater. Res., Vol. 19, No. 1, Jan 2004 371
http://dx.doi.org/10.1557/jmr.2004.19.1.366
Downloaded from http:/www.cambridge.org/core. the NIST Virtual Library (NVL), on 27 Sep 2016 at 19:16:31, subject to the Cambridge Core terms of use, available at http:/www.cambridge.org/core/terms.

http://dx.doi.org/10.1557/jmr.2004.19.1.366
http:/www.cambridge.org/core
http:/www.cambridge.org/core/terms


in resistance, and an arbitrary small preload was applied
corresponding to a few ohms.

An automated fine motion scan was next executed
using an electrostrictive actuator to drive the z stage,
pushing the cantilever into the balance load button. The
stage was displaced a fixed increment, the balance al-
lowed to settle back to null, and then the balance servo
voltage recorded while the resistance value was read
from the Ohm meter. The stage was scanned in and out
through six such increments, each nominally 5 �N, pro-
ducing a maximum load of approximately 30 �N. Al-
though the sensor is well suited to measure forces be-
tween 0.1 �N and 10 �N, a 5-�N load increment was the
smallest that could be resolved with the desired accuracy.
A smaller increment will improve confidence in the low
force sensitivity, but will have to wait for the next-
generation balance.

The load and unload sequence was repeated between
20 and 100 times using a fully automated scheme to yield
a complete set of measurements over a period of between
1 and 5 h (nominally 3 min per scan). From time to time,
the calibration of the EFB was verified by measuring the
capacitance gradient. A comparison of the EFB to dead-
weight force was also performed using nominal 10 �N
and 100 �N loads. These crosschecks verified balance
performance to a few nN/�N, sufficient accuracy for
these experiments.

C. Results

The resistance and voltage data acquired by the auto-
mated system for each scan were fitted with a polynomial
equation of the following form using the method of least
squares

Fi = 1⁄2dC
dz
�Ui

2 −
�

1

n

Ui
2

n
�

= p0 + p1�Ri + p2�Ri
2 . . . pn�Ri

n , (3)

where Fi � contact force component along flexure axis
at load increment i, N; dC/dz = capacitance gradient
along flexure axis, pF/mm; Ui � EFB potential at load
increment i, V; �R� � deviation in resistance from the
mean, �; and pn � polynomial coefficients.

A first-degree polynomial was sufficient for this data,
based on the observed structure of the residuals. Thus, it
was possible to determine the slope and hence the sen-
sitivity for a given scan. The data for each scan were
normalized about the mean load and resistance values in
an attempt to account for drift in both the balance and
sensor. The estimated sensitivity for the cantilever is re-
ported as the average of these fits, with the standard
deviation of the slopes indicating the repeatability of the
set-up (error bars in Fig. 5). The cantilever was then

retracted from the balance along the vertical axis and
parked off to the side. This entire experiment was re-
peated on a variety of dates. The results are summarized
in Fig. 5.

D. Uncertainty

The EFB measures the component of force along the
balance axis. This force is calculated as

Fi = 1⁄2dC
dz
�Ui

2 −
�

1

n

Ui
2

n
� , (4)

where the capacitance gradient dC/dz is measured along
the axis defined by the guiding flexure that supports the
suspended inner electrode of the EFB. Using a careful
alignment procedure,11 we have ascertained that this
axis, gravity, a translation stage for moving the inner
electrode support, and the interferometer measurement
axis are all aligned within 3 mrad. In the current experi-
ment, the gradient was periodically measured along this
direction and assigned a value of (0.9430 ± 0.0005)
pF/mm. Greater accuracy can be achieved,11 but was not
warranted. We note that the gradient has been observed
to change in a systematic fashion at the level of 0.001
pF/mm depending on the type and orientation of staging
used around the load button. This illustrates the need for
better electrostatic and magnetic shielding of the elec-
trodes so that stray charges and fields do not affect the
EFB sensitivity. The absolute orientation of the probe
axis with respect to the balance axis was not determined.
We estimate the axis was aligned with respect to gravity
within only 5°, but that this uncertain alignment was
repeatable at a level less than 5 mrad. Thus, while cosine
errors as large as 0.4% are possible if the transducer is
used in another instrument, for the purposes of testing the
repeatability of our own instrument, variations in align-
ment from test to test appear negligible.

The uncertainty in U arises from the uncertainties in
the measured gain and offset errors of the voltmeter and
the measured ac noise on the high-voltage supply. These
errors are small and when combined contribute less than
a part in 105 to the uncertainty of a force determination.

Finally, the noise floor of the balance was observed to
be 25 nN in these experiments, which is almost twice the
value that was observed in previous deadweight compari-
sons.11,12 We suspect the additional noise may be attrib-
uted to the removal of one side of a large shielding box
that surrounds the experiment to accommodate the long
stand-off microscope.

E. Limitations

The EFB measures only one component of the contact
force, and error terms can arise due to the friction force
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that occurs between the probe tip and balance load but-
ton. Though we did not make quantitative measurements
of this interaction, it seems worthwhile to ponder at least
a simple model of the mechanics of the problem in hopes
that it may illuminate the potential influence of friction
on the uncertainty of the measurement.

Consider the freebody diagram of Fig. 6, where the
piezoresistive cantilever is illustrated as a rotary hinge of
length l pivoting about the sensor at the origin o. The
normal and tangential forces acting at the tip result in
bending stresses

�b,o ≈
3

bt2
�Fn�l cos �� − Ft�l sin ��� , (5)

and axial stresses

�a,o ≈
Fn sin � + Ft cos �

2bt
, (6)

at the origin, where �b,o is the total bending stress at the
surface of the beam at the origin, �a,o is the total axial
component of stress, t � 3 �m is the beam thickness,
b = 18 �m is the width of the beam legs, h � 4.5 �m is
the height of the tip, l � 245 �m is the effective lever
arm, Fn is the component of the contact force acting
normal to the load button surface and Ft the component
tangent to this surface, and � is the contact angle, which
varied between approximately 8° at fully loaded to 14° at
loss of contact. It is important to keep in mind that the
cantilever is not rigid, and that the off-axis forces can
make significant the local deviation from the standard
beam bending theory that is assumed here. The degree to
which axial stress is a factor depends on the slenderness

ratio l/t. For typical cantilevers, the axial component ac-
counts for less than 0.5% of the stress.

Stresses due to the normal component of force repre-
sent desired signal, whereas stresses produced by the
tangential or friction component are unwanted and con-
tribute an error because their contribution to the change
in piezoresistance cannot be distinguished from that
caused by the normal force. Taking the ratio between
bending stresses due to friction and those due to the
normal contact force, the percentage error due to friction
forces may be approximated for small angles as

% error ≈ ��� × 100% , (7)

FIG. 6. Planview and freebody diagram of piezoresistive cantilever
under loading.

FIG. 5. Mean sensitivities determined for standard no. 1 on seven different occasions. Error bars correspond to 1 standard deviation.
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where the sign is determined by the direction of the fric-
tion force, � is the coefficient of friction, and we have
assumed Ft = �Fn.

Suppose the tip sticks to the surface of the ruby sphere
during a calibration. For this case, the maximum friction
force possible between the two surfaces can be found
using the coefficient of static friction. Letting � � 10°
and assuming a static coefficient of friction of 0.6, we
obtain a value of –10% as a crude, upper bound on the
error contribution of the friction force.

Suppose now that the tip slides along the surface of the
ruby sphere. In this case, the tangential force must exceed
the force due to static friction for sliding to occur. How-
ever, once sliding, the friction force is of a magnitude
determined by the kinetic coefficient of friction. We as-
sume that when the cantilever comes to rest, and a load
increment is recorded, the tangential component of force
is at most as large as that due to kinetic friction. Assum-
ing a kinetic coefficient of friction of 0.3 and using the
previous value of the contact angle, we obtain a bounding
value of –5% for the error contribution of this type of
friction force. The sign on the error is due to the assump-
tion that the tip slides away from the origin as the can-
tilever is pressed into the balance. For a slipping condi-
tion, we expect the sign to reverse on retraction. Evi-
dence of this behavior should appear as hysteresis at the
transition from loading to unloading.

There are a number of approaches available to deal
with this problem. The most straightforward and most
restrictive is to insist that the calibration is only valid for
applications that precisely mirror the geometry and con-
tact conditions used during calibration. Another, less
restrictive approach is to make the contact angle as small
as possible to minimize the tendency to build up tan-
gential force. This can effectively be achieved by mak-
ing the scan axis normal to the cantilever, rather than
the balance. Another possible avenue is to develop
compensation schemes. For instance, the sensitivity to
axial load could be eliminated using a second sensing
element on the opposite side of the beam. A differential
measurement would enhance sensitivity to bending while
effectively eliminating sensitivity to axial loading. Soft-
ware compensation based on physical modeling could
also be used, provided the physics of the contact condi-
tion were better understood.

F. Discussion

The response of the piezoresistive cantilever was lin-
ear over the range of force used in the calibration (ap-
proximately 30 �N). The standard deviation of residual
forces after fitting with a first-order calibration equation
was approximately 170 nN. The observed noise floor of
the balance during deadweight experiments was 25 nN.

The piezoresistive sensor appeared stable to approxi-
mately 0.05 � within the time frame of a single meas-
urement, suggesting a noise equivalent of force of ap-
proximately 12 nN. This implies that the standard devia-
tion of the calibration procedure is within an order of
magnitude of the resolution of the devices, so we are not
yet noise limited.

The relative standard deviation of the computed sen-
sitivities for each of the seven experiments shown in
Fig. 5 was consistently below the 1% level, averaging
approximately 0.8% of the mean value of 264.6 nN/�.
Scatter of the means from day to day was even lower
at 0.3%, suggesting that the procedure is reproducible.
The sensitivity is thus s1 � (264.6 ± 0.8 ) nN/�, where
the uncertainty is simply the standard deviation of
the mean of the seven measurements, with all other
contributions being negligible. This uncertainty is limited
to the geometry used in our laboratory. Adding to this
the estimated alignment uncertainty yields s1 � (264.6 ±
2) nN/�.

Hysteresis due to the previously described friction ef-
fects was not detected at the transition from loading to
unloading, suggesting either that the tip stuck to the ruby
sphere or perhaps more likely that the friction was very
low for this contact. The uncertainty associated with this
behavior will have an impact if, as is the intent, the
cantilever is used as an artifact standard in other geom-
etries contacting other materials. Further study is re-
quired, but based on the previous simple mechanics
based arguments, the standard could produce an error as
high as 10% of the load for conditions that result in
sticking at the interface.

Other factors that were not measured, such as surface
roughness of the load button, shape of the cantilever tip,
temperature dependence of piezoresistance, and so forth,
may effect the ability of others to reproduce these results
outside of our laboratory and will be the subject of sub-
sequent investigations.

V. ATOMIC FORCE MICROSCOPE CALIBRATION
USING A PIEZORESISTIVE CANTILEVER

The force sensitivity of a piezoresistive cantilever was
calibrated in the fashion described in the previous sec-
tion, and then the sensor was secured on the specimen
stage of a commercially available atomic force micro-
scope–style force measurement device. We will refer to
this calibrated sensor as force standard no. 2 in the sub-
sequent discussions. Sensor no. 1 described in the previ-
ous section broke through mishandling, yet another chal-
lenge in the development of these calibration procedures.

The experiment consisted of probing force standard
no. 2 with a conventional atomic force microscope probe.
The atomic force microscope in this instance was of the
type designed explicitly for obtaining force curves and
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uses an optical lever arm to detect motion of a cantilever
load element with respect to a precision vertical scanning
stage. The atomic force microscope includes an inverted
microscope for viewing the orientation of its probe can-
tilever with respect to the fixed specimen stage. This
optical view of the experimental workspace was supple-
mented using a small (300 �m on a side) turning mirror
to allow a “side” view of the cantilever and force stan-
dard simply by refocusing the optic. This proved useful
during the alignment of the cantilever tip with respect
to the force standard. A schematic of the set-up is shown
in Fig. 7.

A. Procedure

A conventional V-shaped, micromachined silicon can-
tilever was mounted in the atomic force microscope ac-
cording to the procedures outlined by the atomic force
microscope manufacturer. The tip selected for these ex-
periments was fairly rigid, having a length of 85 �m, leg
width of 18 �m, tip height of approximately 6 �m, tip
radius of curvature of around 10 nm, and a stiffness of 13
N/m, all according to the manufacturer’s published speci-
fication. The tip of this cantilever was brought into con-
tact with force standard no. 2 by using the manual ad-
justment screws on the atomic force microscope head
and the x, y positioning screws on the specimen stage.
The contact point was as near the tip of the force standard
as possible, though it was necessary to offset the point of
contact because it was not possible to touch tip to tip
during a calibration and obtain clean data.

Once suitable contact was made, the atomic force mi-
croscope was set into continuous scan mode. In this
mode, the precision z-stage of the atomic force micro-
scope cycled continuously through a range of motion that
caused full-scale output of the optical lever (approxi-
mately 5 �m). An automated system then recorded the

output of the atomic force microscope’s optical lever as
a function of the measured force. This was accomplished
using a data acquisition computer to sample simulta-
neously the voltage output of the photodetector and the
change in resistance measured across the piezoresistor.
Both values were measured using metrology-grade mul-
timeters with internal standards traceable to NIST.

The atomic force microscope stage was allowed to
scan through its full range of travel at least 10 times
during a calibration experiment. After this, contact was
broken, and the standard was removed and examined
under an optical microscope to inspect for damage. The
standard was then returned to the atomic force micro-
scope specimen stage, the cantilever and standard re-
aligned, contact made, and the scanning repeated.

B. Results

The sensitivity of force standard no. 2 was measured
using the EFB and the previously described procedures.
The sensitivity was found to be (807 ± 8) nN/�. Data on
the long-term repeatability of this number are not yet
available, but it is presumed it will be similar to that
achieved for standard no. 1.

Data taken while performing force scans with the
atomic force microscope were processed in a fashion
similar to that used during the calibration of the force
standard. Atomic force microscope force scans were con-
tinuous, however, in contrast to the stepwise scans used
during the standard calibration. Hence, data were taken at
regular intervals in time, not necessarily at regular inter-
vals of load.

Contact forces were computed using the measured
sensitivity of standard no. 2 multiplied by the change in
resistance from the nominal, unloaded value at the start
of each scan. Contact forces as a function of photodetec-
tor output, Vp, were curve fit with a least squares poly-
nomial calibration equation of the following form:

Fi = s2�Ri = c0 + c1�Vp,i + c2�Vp,i
2 . . . cn�Vp,i

n ,
(8)

where Fi � contact force at increment i, N; s2 � 807
nN/�, sensitivity of standard no. 2; �R� � Ri − R0,
change in piezoresistance from initial value, �; �Vp,I �
Vp,i − Vp,0, change in photodetector output from initial
value, V; and cn � polynomial coefficients.

Figure 8 shows the results of a linear fit of the data
along with a plot of the differences, or residuals, between
the individual values observed in the calibration and the
corresponding values taken from the first-order fit. The
residuals shown in Fig. 8 show evidence of higher-order
structure and hysteresis, with a standard deviation of
190 nN. Future investigations will examine the origins of
this hysteresis and its potential connection to the previ-
ously discussed friction at the contact interface.

FIG. 7. Arrangement of the experimental components used for atomic
force microscope calibration. The standard was mounted on a micro-
scope slide and the experiment viewed through an AFM inverted mi-
croscope. A side view of the cantilever contact could be seen using a
small turning mirror located near the standard.
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To account for the higher order structure of the residu-
als, the data points were reanalyzed using a second-order
calibration equation, this time fitting only the ascending
force values. These results are shown in Fig. 9. Residuals
are smaller and far more random for the second-order fit
than was the case for the linear curve fit. The standard
deviation of the residual forces is now 83 nN, or approxi-
mately 2% of the full-scale load.

The experiment was repeated to begin assessing the
repeatability of the procedure because accuracy in the
alignment of the cantilever tip and standard is suspect. As
a metric for comparison, approximate atomic force mi-
croscope sensitivity was computed by evaluating the de-
rivative of the calibration equation at a photodetector
voltage of 5 V, near the midpoint of the force scan. Each
ascending force scan was fit and a value of sensitivity

determined in this fashion. The mean sensitivity and its
standard deviation obtained from the data of the first
experiment was (417 ± 12) nN/V whereas from the sec-
ond experiment, we obtained (439 ± 11) nN/V. Taking
the mean of the two experiments, we obtain a sensitivity
of sAFM � (428 ± 12) nN/V as an uncorrected estimate
of the force sensitivity of the atomic force microscope at
a nominal compressive load of 2.14 �N.

C. Corrections

Tip-to-tip contact between the cantilever and standard
was not possible during a scan. The actual contact con-
dition is illustrated in the photos of Fig. 10, along with a
schematic of the interaction. Note the photos are taken
using the available infrared illumination from the laser so
that the silicon is somewhat translucent.

FIG. 8. Results obtained by a first-order polynomial curve fit of the entire data set.

FIG. 9. Results obtained from a second-order polynomial curve fit of only the ascending force data.
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We believe contact was within ±5 �m of the centerline
of the standard and assume that variations due to uncer-
tainty in lateral displacement with respect to the center-
line are negligibly small. In principal, the resulting
torque produces tensile stresses on one side of the cen-
terline that are balanced by compressive stresses on the
other, so the net change in piezoresistance is zero. De-
viations from symmetry are expected, however, and this
result remains to be quantified.

The effect of longitudinal misalignment is clear be-
cause it has direct impact on the moment produced with
respect to the base of the standard. Assuming only that
the change in the piezoresistance is proportional to stress
and that the stress is proportional to the moment pro-
duced by the application of a point force along a beam of
effective length l, we estimate that the contact force
should be corrected as follows:

F = s2�� �
l cos � − h sin �

l − �l
, (9)

where l � effective lever arm of force standard, �l �
offset of contact point from tip of standard, h � tip
height of cantilever force standard, and � � nominal
contact angle during calibration of s2.

This corrects for the load offset and the fact that the
standard was oriented at an angle � with respect to a
direction normal to the force during calibration of s2. A
tacit assumption has been that the force at contact is
normal to the neutral axis of the standard and that the
orientation of this axis changes negligibly under load.

Furthermore, the longitudinal location of the contact
point is assumed not to change as a function of the load-
ing, (i.e., the cantilever tip does not slide appreciably
along the surface of the standard). These assumptions
seem reasonable given the fairly small angular displace-
ments experienced by both the standard (≈0.02 rad based
on a maximum deflection of 5 �m) and the cantilever
(≈0.006 rad based on a maximum deflection of 0.5 �m)
during this experiment. Finally, we reiterate that this
analysis considers only the effect of the normal force
and makes no corrections for possible contributions
from frictional forces. In general, off-axis moments
about the atomic force microscope tip might cause local
rotation/buckling. We are unable to account completely
for these effects using only our simple model. However,
the atomic force microscope cantilever is significantly
stiffer (approximately an order of magnitude) than the
standard cantilever, and it seems likely that rotation- and
buckling-induced errors that would affect its optical
beam bounce detection scheme are negligible. Further-
more, the standard experiences a maximum variation of
contact angle of only 0.02 rad, leading to a possible
friction-induced load error in the standard of approxi-
mately 1% of the contact force, assuming the previous
coefficient of friction. The entire problem could perhaps
be minimized if the atomic force microscope scan axis
were to use a lateral compensation angle, as discussed in
Ref. 24.

An attempt was made to measure the offset �l for each
experiment. The procedure consisted of photographing a
transparent objective micrometer scale with 10-�m pitch

FIG. 10. Views of the cantilever and standard during calibration: (a) bottom view, tips misaligned laterally; (b) bottom view, tips overlapping;
and (c) side view through turning mirror of tips with longitudinal misalignment
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using the high-magnification inverted microscope. This
image was then superimposed on images of the cantile-
ver and standard to provide a ruler for measuring the
degree of longitudinal misalignment. Example images
from an experiment are shown in Fig. 11. Using this
technique, it was possible to establish the deviation of tip
alignments to within approximately 1 �m. In the first
experiment, we estimate �l � 12 �m whereas in the
second experiment, �l � 11 �m.

Applying the above correction using l � 245 �m, h �
4.5 �m, � � 0.244 rad, and the appropriate value of �l,
we compute corrected estimates of the atomic force mi-
croscope sensitivity and find sAFM � (420 ± 12) nN/V in
experiment one, and sAFM � (442 ± 11) nN/V in experi-
ment two. Although these two experiments agree within
experimental uncertainty, a discrepancy on the order of
5% may be present. The result was deemed adequate for
the proof-of-concept. A future focus of this work will be
to investigate the issues associated with reproducing
these results and examining the potential systematic er-
rors, particularly regarding the influence of the contact
condition.

We conclude that the misalignment is small and could
effectively be eliminated simply by using a tipless
standard, or the back side of this sensor. Likewise, the
EFB could be equipped with a load button more like an
indenter tip. The standard could then be calibrated
against a point contact in a fashion consistent with its
subsequent use as a secondary force standard. The force
sensitivity dependence on alignment could be mapped,
rather than relying on a model-based correction.

D. Discussion

It is worth contrasting the above results with those
obtainable using typical practices. For instance, it is com-
mon to use the manufacturer’s published cantilever stiff-
ness value along with a calibration of the optical lever
displacement sensitivity to arrive at a value for force. The
optical lever arm sensitivity is typically determined by
probing a hard specimen, with the displacement of the
cantilever tip inferred from the measured displacement of

the cantilever base. The commercial platform used in this
experiment includes a calibrated linear variable displace-
ment transformer (LVDT) that records the displacement
of the atomic force microscope scan axis. It also provides
software for fitting the relationship between displace-
ment and photodetector output with a straight line to
estimate the optical lever displacement sensitivity (OLS).

Measured values of the OLS appear in Table I. The
results suggest that the OLS is nonlinear, explaining the
need for the higher-order curve fit in the calibration of
Fig. 8. Working from the table, a force sensitivity can be
estimated using the appropriate optical lever sensitivity
and the manufacturer’s estimate of the cantilever stiff-
ness, or sAFM = OLS × k. For a nominal photodetector
output Vp � 5 V, the displacement is between 200 and
300 nm, so that OLS � (49.2 ± 5) nm/V. Our assignment
of an uncertainty to the OLS is based solely on the lin-
earization and assumes that the uncertainty of the LVDT
calibration is negligible and that the frame compliance
and contact compliance are small in comparison to the
cantilever compliance. The published cantilever stiffness
is k � 13 N/m with no stated uncertainty. We note that
it has been asserted elsewhere25 that even the most ac-
curate published values have uncertainties of ±50%.
Thus, the force sensitivity based on the published spring
constant and measured OLS is sAFM � (640 ± 320)
nN/V. In contrast, the estimated value based on direct
comparison to the secondary force standard is (431 ± 12)
nN/V. In the future, we will explore the instrumented
indentation method of Ref. 19 to obtain a better estimate
of the cantilever stiffness and produce a better crosscheck
on our procedures.

VI. CONCLUSIONS

We have presented a proof-of-concept method for cali-
brating a scanning probe force sensor as a load cell in a
manner traceable to the SI using standards maintained at
NIST. This “load cell” was subsequently used to estab-
lish the force sensitivity of an AFM-type laboratory in-
strument, fulfilling the role of a secondary force stan-
dard. The force magnitudes in these experiments are new
to the world of SI force calibration, as is the manner in
which they were ultimately realized through electrostatic
rather than gravitational phenomena.

FIG. 11. Measuring the tip offset distance using an objective mi-
crometer with 10-�m ticks. In photo (a), tips are touching as deter-
mined by listening to the optical lever signal. A small feature is found
on the standard as a reference point, and the distance between the
cantilever nose and the feature is recorded. In photo (b), the tips have
been offset by approximately 9 �m with reference to (a).

TABLE I. Optical lever sensitivities.

Displacement range
(nm)

Optical lever sensitivity
(nm/V)

0–100 42.0
100–200 44.6
200–300 49.2
300–400 53.8
400–500 60.0
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A host of transduction schemes are available for con-
triving small force sensors, and, based on criteria for a
self-contained device, we elected to examine a piezore-
sistive cantilever. Results with this commercial force
sensor were both repeatable and reproducible below the
level of a percent for a given contact condition and maxi-
mum loads of several micronewtons. Limitations on the
transfer accuracy of this device were identified owing to
cross-axis sensitivity of the sensors to friction. We at-
tempted to place an upper bound on this effect by using
a very simplified analysis. For the simple case modeled,
we determined that the systematic error could be as high
as 10% of the nominal load considering typical coeffi-
cients of static friction. Such an error is higher than de-
sired, but is still better than that of typical of calibrations
of this sort19 and has the significant advantage of absolute
accuracy afforded by traceable measurement procedures.
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