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FOREWORD

T h i s repor t has purposely not been cas t in the conventional
tutorial f o r m of a s ta te - of - the - ar t review. F o r t h i s reason,
i t will serve only partially the needs of an i n t e r e s t e d newcomer
desir ing to familiarize h imse l f with cu r ren t activity in the field
of automata theory. This limitation extends into the se lec t ion of
the bibliography, fo r which the author carefully ind ica tes the
c r i t e r i a u s e d inmaking choices f r o m the much larger bibliog -
raphy on automata theory. In the in terests of a m o r e coherent
presentat ion, the body of the repor t and the re la ted bibliography
adhere to topics f o r which the author can depict a plausible relat ion -
sh ip to p r o b l e m s that ar ise out of information r e t r i e v a l needs.
Thus, th i s r e p o r t se rves a s a state -of- the-art r e v i e w f o r the se r i ous
information r e t r i e v a l investigator having a prior contact with the
formalizable aspects of h i s problem. In addition, i t i s directed
toward the r e s e a r c h worker in s e v e r a l of the sc ient i f i c d isc ip l ines
that the author considers applicable to some of the prob lems aris ing
in information ret r ieva l . It i s hoped that the material presented
h e r e will el i c i t suf f ic ient i n t e r e s t on t h e i r part to consider some of
these topics a s appropriate for the i r own r e s e a r c h in te res t s . It i s
also hoped that th is advance indication of a dual object ive will cause
both groups to take this into consideration and find that the i r i n t e r e s t s
have bee n adequate ly ser v ed.

S. N. Alexander, Chief
Data Process ing Sys tems Div is ion
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THE APPLICATION OF AUTOMATA THEORY TO PROBLEMS

IN INFORMATION RETRIEVAL

(WITH SELECTED BIBLIOGRAPHY)

Rutssell A. K i r s c h

I. INTRODUCTION

The purpose sf th i s survey i s 00 suggest cer ta in topics in auto-
mata theory that may be expPbred witla a view toward achieving f u r t h e r
understanding of what has been presysternatically called '%he informa -
tion re t r ieva l problem". The survey i s presented in the f o r m of
selected problems that have d i rec t connection with the information
re t r i eva l problem. FOP each af these p r a b m s there is presented a
description of the appropriate topics ia .automata theory which furnish
a proper formulation of appropriate qae5tic~nsa d , in many cases,
the answers to these questions, Along with thase topics in autmnab
theory, reference is made t~relevant items ina bibliography of the
published literature,

The problems ininformation retrieval which have been selected
for study are not claimed ta corrstitute a represastative sample of
problems or even a sample of the mast importaut problems. The
selection has, instead, henmade according to the presumedutility
of automata theoryintreating these problems. Ts those readers who
would prefer to proceed from practical versions af the idormation
retrieval problem to more abstract versions e the procedure here may
seem unwarranted. TQ those readers *pee- &sWcations a r e offered.
F i rs t , the auti!amata theory literature e d s t s and is growing rapidly.
Lf possible, it may just as w& be interpreted a d applied as be
allowed to develop with QO connectfan to these practical appUca&tions.
Secondly, many interesting and perhaps imprtant qpseotirms abut t3lae
behavior of information retrieval systems b v e been asked in o pre-
systematic manner that does not admit of odution. Ins o w of these
cases, a formuhstion int e r a s af autamata &eary seema to iead to a
solution which may be identiffed as am answer to the source p s t i o n .
Third, the canspIcuous absence of any unifying  the^^ of information
retr ieval creates a commonly fe l t des i re to develop @ne. The auto-
mata theory l i te ra tu re may offer a starting point.



It should be clear ly understood that in t h i s survey, we a r e not
formulating prob lems for solut ion and even l e s s a r e we solving such
problems. We a r e rather, simply suggest ing a reas inwhich o the rs
may carry on such tasks. In order to b e formulated suff ic ient ly
p r e c i s e l y to warrant se r i ous investigation, m o s t o f the problems
suggested by the topics that a r e discussed h e r e would r e q u i r e much
m o r e attention than can be afforded in th i s survey. Our contribution
i s one of se lec t i on of and motivation toward ce r t a i n topics of
investigation. It will remain f o r o thers to estab l ish the signif icance
of t h i s contribution.

Some comments about what we include a s automata theory a r e
in order . A t th i s point, we will simply state a pre jud ice in favor of
those par ts of the l i t e ra tu re which view automata a s language nlanipu-
h t i ng devices, which study the abstract information process ing
capabilities of automata, and which study the particular task of
mechanizing in fe rence in formal languages. Because o f t h i s parochial
se lec t ion of topics in automata theory, the p resen t s u r v e y should not
be cons ide red a s a g e n e r a l s u r v e y sf automata theory. A preliminary
es t ima te h a s indicated that to have included a l l of what might reasonably
be considered as automata theory would have increased the s i ze of the
bibliography by a decimal o rder of magnitude. We do claim, however,
to have achieved reasonable comprehens iveness o n the topics that have
been chosen f o r inclusion.

Information r e t r i e v a l (HR) means many things to many people.
Quite uniformly, however, i t i s a character ist ic of situations in which
the IR problem G C C U ~ Sthat we can find an occur rence o f what DeSola
P r i c e ca l l s a '!petty i l l n e s s of science - i t s superabundance of
l i te ra ture " . L/

T h e ex is tence of the petty i l l n e s s i s a fact upon which m o s t
obse rve rs may agree., T h e paint of departure a r i s e s when attempts
a r e made to diagnose the i l l ness and to p r e s c r i b e cu res . The c u r e s
may range f r o m palliatives, many af which e x i s t and a r e successful ,
to panaceas, none of which i s commonly agreed to ex i s t . The diagnosis
also willdiffer with d i f f e ren t obse rve rs . It i s in te res t i ng to notice
that the diagnosis usually anticipates the cure in the s e n s e that those
p rob lems a r e identified by the diagnostician which h e be l ieves can b e
cured with the available devices of a conceptual o r technological sor t .

- D. J. DeSola P r i c e , ' 'Science Since Babylon, I' Yale Univ. P r e s s ,
1961, New Haven, Conn., p. 124.



Clearly, insofar se problemei are farmulated in t e r m s of
available in te l lec tua l devicxts, an expansion of the set of such
devices offers the possibil i ty of new formulations of the IR
problem (hopefnlly more ambitious ones) and the possibi l i ty o f
solutions to these problems. Prior reference was made to the p r e -
systematic version of the IR problem to indicate that extant
descript ions of the parte of the IR problem with which we are
concerned in this survey a r e not usually presented in te rms of
formal mechanisms. There a re a f e w notable except ions, e. g.,
the use of Boolean algebra, the propositional calculus, and the
calculus af classes f o r manipulating descr iptors, o r the u s e o f
graph theoretic techniques and - their algebraic counterpar ts for
explicating the notion af connection or relevance between documents
o r information items. To these few formal tools is added that of
automata theary.

We suspect that the IR problems to which automata theory
w i l l find most powerful application a r e those that occur in some of
the v e r y large information callectiens, e. g. , the U. S. Patent
Office. Inthese applications, the re i s a need for handling documents
over which very l i t t l e control may be exercised during their generation.
Inparticular, there i s a need f o r manipulating the information content
of the documents rather than the documents themselves, which have
comparatively little function to perform. We find a need to handle
natural language as an input source and a contrasting poss ib i l i t y of
using art i f ic ia l languages as communication mechanisms. We find
a need for inferr ing from the contents of many documents the relevance
of the contents o f a particular dcscument to an inquiry and we find a
corresponding desirability for mechanizing th is inference process.
Fin&lly, when we study such large IR problems, we a r e faced with
the question whether any a r i o r i assurance can be offered that
exhaustive search i s p o s s ' i b b e shall attempt to show in t h i s
survey that a reasonable possibi l i ty e x i s t s that investigations in
automata theory will offer the opportunity to obtain p r e c i s e counter -
p a r t s of the questions that ar ise and to synthesize sys tems which
sat is fy the pract ical needs.

A final prefatary remark i s in order. We cannot, in the space
o f this survey, attempt an exposition of automata theory as such.
This may pose a problem to some readers , since we will r e f e r to
and use ideas developed in the l i terature. We therefore sug e s t
either that the r e a d e r consult one of the reference surveys p 9 , 86,
87, 130, 135, 195, 202, 238, 241, 249, 263, 3 0 8 1i/,or

L/ H e r e i n a f t e r these numbers identify specif ic bibliographic i t e m s
in Section VI.

- 3 ..,



that h e run the r i s k associated with in te rp re t ing our rern?.rrks in an
informal manner even when we u s e notions v e r y prec ise ly defined in
the l i t e r a t u r e , e., g o , f in i te automaton, language, p roo l procedupe,
and dec is ion procedure. Although i t willbe disconcert ing to some

.authors to see the i r terminology qui te frankly used out of context,
i t should be a source of sat is fact ion that tbbe great c a r e they gen
u s e in se lec t i ng terminology r e s u l t s ina jargon that can communicate
something of a motivational nature to the newcomer to the f i e ld . The
ser ious worker will,of course, gs on to a m o r e ca re fu l study o f the
subject, with negligible damage having been done for the sake of.
motivation.

11. DEFINITION OF AUTOWTA THEORY = SCOPE NOTES

There a r e no commooly accepted definit ions of automata theory
and to adduce one f r o m some standard s o u r ~ ewill s e r v e no purpose
here . T h e ex tens iona l definition of our sub jec t i s , o f cou rse , given by
the bibliography which contains r e f e r e n c e s through June 1962, A
m o r e intensional definition i s given in the following paragraphs e

The l i t e ra tu re of automata theory i s intknately connected with t h e
study of machines. En the vexy old literature, none o f which i s inc luded
here , the machines studied w e r e intended to appear l i f e l i ke . The
contemporary l i t e ra tu re is , in a few cases p s imi la r ly motivated, but
by a m o r e circuitous route What character izes the m o d e r n l i t e ra tu re
of automata theory i s the emphasis up011information processing. It i s
no accident that th i s l i terature has developed concurrent ly with the
development of the stored program computer (and%I~Qwith the develop -
m e n t of telephone switching systems). As a consequence, a large part
of the automata l i terature i s directed toward the des ign of eomputer -
l i k e devices and of switching c i rcu i ts . All such papers have been
excluded h e r e except certain ones that are included f o r o ther reasons .
Specif ical ly excluded therefore a r e papers on design o f switching
c i r cu i t s (espec ia l ly relay contact networks) and also r e f e r e n c e s on
switching theory which often includes work o f an algebraic o r corn -
binatorial nature * This e%chsfon probably el iminates about a thousand
paper s

One may move g ina s e r i e s of s m a l l s teps, f rom papers concerned
with pract ical des ign problems in automata to papers that study the
abstract p roper t ies of c lasses of automata. F o r example, one may study
the behavioral propert ies of a l l automat&, subject to the y e s t r i c t i o n that
they p o s s e s s a finite memory i r respec t i ve of the practical prob lems of
size, e r r o r , difficulty of design, etc, l 2 4 9 1 Our c e n t e r o f attention fal ls
most ly in t h i s m o r e abstract area of automat5 theory. Thus on the sub jec t
of f i n i te automata we have included l i t e ra tu re concerned with problems in
represent ing languages by finite automata, while we have excluded



l i t e r a t u r e th*i.t s tud ies r e k t i o n s between finite state languages and
the m e m o r y r e q u i r e m e n t s o r s t ruc tu ra l const ra in t they impose on
machines thd t gene r a t e o r recognize them. We have attempted to
include the l i t e r a t x r e or) s tud ies of the behavior of automata a s
viewed f r o m e x t e r i o r measurements.

Our particclar errlphasis has been upon papers which attempt
to say something about the st ructura l (syntactical) propert ies of
the languages sf i npu t s accepted by automata OF outputs generated
by t h e m subject to the const ra in ts imposed upon the automata t h e m -
se lves - Where these const ra in ts a r e rigid, many proper t ies can
be derived that hold t o r the inputs and outputs (the languages) of the
automata. However, i t has been we l l es tab l ished Lao: see pg. 174,
Theorem 6. 54 that when she constra ints imposed upon the automata
a r e eased only slightly to a.PPow the computing capability of Turing
machines, i t no longer becomes poss ib le to say anything in a con -
s t ruc t i ve manner about st ructura l propert ies of the languages of
these automata. F Q ~t h i s reason, the subject of r e c u r s i v e function
theory ox" cornpntability theory which stud ies the behavioral p r o p e r t i e s
of Turing machines o r equivalent automata has v e r y little to s a y a.bout
the s t ruc tu ra l propert ies of the languages manipulated by such automata.
In spi te of t h i s , we have included c e r t a i n re fe rences to r e c u r s i v e
function theory, i.e. the general r e v i e w s of the subject, because of
severa l important connections with automata theory which will be
expanded upon later. Thus, although the subject of r e c u r s i v e function
theory has intimate coxneckions with automata theory, we have included
it in this s u r v e y fo r other reasons that willhe c l e a r when we d iscuss
the applicatisn to IR.

Another sub jec t inchded in t h i s s u r v e y a lso has a somewhat
tenuous connec !,;on with automata theory, namely, mechanical theorem
proving. The subject i s usually considered a part of mathematical
logic (it happen& to hawe a direct connection with r e c u r s i v e function
theory). The contemporary l i terature contains s e v e r a l papers which
proyide proof prosedupes f o r parts of logic by d i r ec t manipulation of
t h e log ica l 1angm.ges 1225: see a lso 48, 67) . Were the u s e of such
syntact ic techniqdes r e l a t e s d i rect ly to our main subject of i n te res t ,
and consequently such papers a r e included. However, the majority of
the l i t e r a t u r e o n mechar.iea1 t h e o r e m proving techniques [ b e s t access
i s via 3083 makes u s e pf a technique based upon an expansion
t h e o r e m due to Herbrand. T h e papers that u s e these expansion tech -
n iques rather than the s p t a c t i c a l ones a r e included in th i s su rvey
because of the potential re levance to the problem of mechanizing
i n f e r e n c e in 'ER sys tems .



111. THE APPLICATION O F AUTOMATA THEORY TO
PROBLEMS IN INFORMATION RETRIEVAL

A. IR S y s t e m s Which M u s t P rocess Natural Language

An important c lass of information r e t r i e v a l p rob lems occurs
in sys tems where the information to be r e t r i e v e d i s in the f o r m of
natural language. (By natural language, we speci f ical ly include
textual material, but we will subsequently extend the definition to
include other c lasses of languages. ) One can certainly find la rge
and important IR s y s t e m s in which the data to be manipulated a r e
largely numerical o r symbolic in one f o r m o r another and not
natural language information in the sense of text . T h e fact i s ,
however, that a l a r g e r e s i d u e of important IR sys tems r e q u i r e
that documents which have been,prepared exc lus ive ly fo r con -
sumption by people b e processed by machines for purposes of
information re t r ieva l . The information content of these documents
i s partly in the f o r m of natural language.

A s for the p r o c e s s i n g of such natural language information by
machines f o r purposes of information r e t r i e v a l , t h e r e a r e at l e a s t
th ree commonly held viewpoints. The f i r s t viewpoint ho lds that
natural language i s largely a capricious and unsys temat ic mechanism
f o r conveying information, and that to t h i s extent i t i s not possib le
to develop machine procedures f o r processing the natural language
information in ways comparable to that in which people process such
information. T h i s viewpoint leads to a re jec t ion of any possibi l i ty of
mechanizing the p rocess ing of natural language. Occasionally, th i s
viewpoint i s defended not on the thes is that natural language i s
capricious, but ra ther that natural language i s based o n such an in-
ordinately large number of r e g u l a r i t i e s that to provide the descr ip -
t ions of these r e g u l a r i t i e s that under l ie natural lan age i s an

can descr ibe.
insurmountable task, and regular i t ies , not r u l e s , -va r e all that we

Although the r e
complexity of, say,
to conclude that the
the data p r o c e s s i n g

i s no reason to re j ec t the thes i s regarding the
English, the re i s a lso no corresponding reason
complexity of the language i s such a s to t ranscend
capabilities of conventional data p r o c e s s i n g s y s t e m s

Paul Z i ff, 'Semantic Analys is " , Cornel1 Univ. P r e s s , Ithaca,
N. Y., 1960, p. 34.

- 6 - Y .I



The second viewpoint on natural language process ing i s based
on a somewhat equivocal stand on whether o r not the complete
descr ip t ion of a natural language i s possible. Thig viewpoint, how -
ever , exploits a stochastic model of language to achieve some degree
of success in auto-indexing and auto-abstracting. The primary tool
u s e d in such cases i s the digital computer in i t s ro l e a s a numer ica l
informati.on processor.

The third viewpoint that we of fer on the question of whether o r
not mach ines can process natural language text holds that in principle
such a natural language as English i s systematic and has regular i t ies,
and that formal sys tems a r e constructable whose r u l e s explain these
r e g u l a r i t i e s . The possibility o f creating such ru les has an importance
we l l beyond the i n t r i n s i c i n t e r e s t inexplaining a natural phenomenon
l i k e English. The importance der i ves f r o m the strong indication that
complete formal description of a natural language l i k e English will
simultaneously provide at leas t a partial description o f the process
whereby natural language i s in te rp re ted and understood, and consequently
willprovide at least a partial explicatum of the information bearing
function o f natural language.

The strongest possible defense of this third viewpoint would, of
course, be to exhibit the explanatory set of r u l e s which descr ibe the
observed, regu lar i t ies in natural language and then to show the way in
which these ru les can be exploi ted to provide a sys temat ic theory of
the language. Since no one i s known who can p r e s e n t l y supply a
complete set of ru les, we willoffer he re an attempted explanation of
why such r u l e s a r e not forthcoming and the constructive suggestion of
how automata theory may contribute to the formulat ion of such ru les .
S e v e r a l examples o f automata applications to Eng l i sh a r e descr ibed
in the l i terature 53, 179, 140a, 3 1 7 1 -Our explanation f o r the
unavailability of the r u l e s that describe a language l i k e English i s
based upon essent ia l ly a s imp le notion, that o f the complexity o f the
language. It would not be a miscons t ru ing of the whole tradition of
modern descr ipt ive l inguist ic6 to suggest that a s natural language i s
now understood, it i s essent ia l l y a complex process.

Complexity i s understood h e r e inthe sense that theminimal
descript ion of the process i s elaborate. This i s not to say that the
s t r uc tu ra l l i n g u i s t cannot find sweeping generalizations and pervasive
observations of the proper t ies of natural language. It is , however,
to suggest that a thorough comprehensive descr ip t ion of a language
l i k e English would necessar i ly involve a mast number of phenomena
individually explained. We find, thus, that s imp le descr ip t ions of
language a r e available only to the normative grammarians, those who
desc r ibe language as i t should be, whereas the d e s c r i p t i v e l inguist f inds
h i m s e l f confronted with an essentially complex process to descr ibe .

- 7 -



T h e complexity of t h i s p r o c e s s suggests a s i m p l e reason why the
process has thus far not been descr ibed, namely the unavailability
of suitable publication media f o r the r e s u l t s of such investigat ions.

L e t u s imagine that a desc r ip t i ve linguist w e r e possessed of
a l l t h e n e c e s s a r y insight into the behavior of a spoken language to
enable him to provide a comple te structural character izat ion of the
regular i t ies in that language. T h i s assumpt ion may indeed b e a
valid one f o r cer ta in l ingu is ts . We a s k now in what f o r m the r e s u l t s
of the insight of such a l inguist can be presented. Certainly they
cannot be presented in the f o r m of conventional publication f o r
several reasons: F i r s t , t h e r e i s no audience fo r the desc r ip t i on of
p rocesses that a r e essen t i a l l y comp1e)r; second, t h e r e i s in con -
ventional publication media no mechanism f o r achieving cons is tency
and no ins i s tence upon precis ion; and third, t h e r e i s no r e q u i r e m e n t
fo r r e s u l t s to be e x p r e s s e d unambiguously and unequivocally, It should
be evident by now that the desirable charac te r i s t i cs which conventional
publication media lack a r e for the f i r s t t i m e available in a n e w f o r m of
publication a s a m e d i u m for linguistic descr ipt ion. We a r e , of course ,
re fe r r i ng to the mechanism of- thecomputer programming language,
A l l rindications a re that through the medium of the computer program
e x t r e m e l y complex processes may b e described. F u r t h e r m o r e , these
desc r ip t i ons a r e operational descr ipt ions in the sense that they may b e
u s e d and interpreted.

We wish to suggest, therefore, that the mechanism of the computer
programming language provides an ideal publication medium fo r the
resea rch r e s u l t s of the descr ip t ive linguist when h e at tempts to describe
the regularit ies be observes in a natural language. Since this new too l
has only comparatively recent ly become available to the descript ive
l inguistr3t9~,we suggest that herein l i e s an explanation for the prev ious
unavailability of any exhaus t i ve structural description of common
naturallanguages. We have digressed to o f fe r one of the reasons fo r
the p resen t lack of s t ructura l descr ipt ion of a language l i k e English,
However, our main purpose i s to provide a m o r e const ruc t ive suggestion,
namely, that automata theory can make a significant contribution to the
desc r ip t ion of natural languages

1. Automata Theory as a Source of Mechan isms for the
D e s c r i p t i o n of English Text

L e t us ccpnfine ourselves at f i r s t t o the particular problem of
describing the st ructure of English language text. We will i n q u i r e into
the usefulness of automata theory in descr ib ing the regular i t ies that a re
observed in printed natural language.

- 8 -
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In a n e a r l y pape r [ 1021 I Kleene considered abstract
m a t h e m tt t i c 3 1 s y s t e m consist ing of a set sf symbols 3 r d the
sequences tha t could be i o r m e d from these symbo ls . T h e
signif icant ques t ion asked and answered was whether a s i m p l e
c h a r a c t e r i z a t i o n could be obtzined for the sequences of s u c h
symbols which could be generated o r accepted by an automaton
s u b j e c t to the sole r e s t r i c t i o n that i t s m e m o r y be f i n i t e , M u c h
of the autorna.t lz l i t e ra tu re h a s developed in the tradition
establ ished by K1eene "s paper, M o r e recen t l y we find the i n t e r -
pretation ir.which the alphabet'consists of words, and the
sequences recogn ized o r generated by automata a r e sequences
of words and there fo re properly called sentences.

A f e w semina l papers 114, 20, 22, 55, 60 J qu i te explicitly
in t roduce the language interpretat ion f o r the automata which
they inves t i ga te , and m u c h of the recent p r o g r e s s in the s tudy
of such automata has been mot ivated by the purpose of i n t e r -
preting the r e s u l t s as r e s u l t s about languages. It i s of consider -
able use to thmk in t e r m s of such an interpretation and then to
ask o u r s e l v e s what the theoret ical models furnish toward under -
standing the proper t ies of the languages which a r e thereby defined.

F r o m Klleene's pape r . the development of the subject was
largely mot ivated by mathematical considerat ions. Copi e t a1
[681, furnished an interpretation of K leene 's r e s u l t s in t e r m s of

computers which provided a. m o r e readi ly understandable i n t e r -
pretat ion of K leene ' s paper. T h e automata. considered in these
papers w e r e the finite automata. Subse uently, the s e r i e s of
invest igat ions initiated by Chornsky [ S I ? and Bar -Hi l le l &22 J
eased the r e s t r i c t i o n on f in i teness for the automata being used,
A whole s e r i e s of automata subsequently were created which
ranged f rom the f i n i t e automata to the Turing machines in their
computing capabi l i t ies C255 7 .

A c o r r e s p o n d i n g subject of considerable in terest among
matherndt.lca,l l inguists has been the prob lem of choice of the
appropriate automaton to account far natural language data o f
the type that i s observed and f o r extrapolations therefrom. Con-
siderable attention has been devoted to the chsice of the cor rec t
place inthe hieramchy from the f in i te automata through the Turing
machines at which common natural languages can be described [ 51]
Such investigations have led to puyely linguistic questions s i in te res t
rega rding foundational mat te rs concerned with the appropriate
carpus to describe in ;E, g ~ a m m a rfo r a language,
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Curren t l y t h e r e e x i s t s cont roversy between the at tempts to
account f o r c e r t a i n parts of natural language a s Yngve does with
f in i te automata [ 3 1 7 1 , and the attempt on the part o f o thers
following in Chomsky’s path to use mode ls of greater power than
the f i n i t e automata. Much of t h i s con t rove rsy r e s t s upon the
appropriate choice of corpus to be described. T h e r e i s no need,
however, to concern ourse lves with th is cont roversy since ,our
considerat ion h e r e i s t h e ex ten t to which automata theory can
cont r ibu te to a f u r t h e r understanding of these problems which a r e
information r e t r i e v a l p rob lems qua l inguist ic p rob lems .

L e t u s see then what benef i t s the descr ip t ive l inguist obtaihs in
consult ing the automata theory l i terature a s a source of mechanisms
f o r doing d e s c r i p t i v e l inguist ic resea rch . The f i r s t thing the linguist
will find i s a rich assor tmen t of fo rmal mechanisms for descr ib ing
languages. T h e s e formal mechanisms will generally b e abstract ions
of rather spec ia l i zed computers, each having i t s own limited degree
of computing capability. What i s i n t e r e s t i n g and simultaneously
important a.bout these formal mechan isms i s the extent to which they
lack the genera l computing capability o f an ordinary computer o r
programming language.

Prev ious ly , we suggested that the use of a programming language
a s a mechanism f o r present ing l inguist ic r e s u l t s o f f e r s c e r t a i n ad-
vantages of consistency and a demand f o r prec is ion , the ability to
exp ress complex p rocesses s and a degree o f unequivocalness hardly
demanded by other mechan isms. We would expect that the l inguist
would accept the demands imposed upon him by the r i go rs o f a
programming language in order to achieve a degree of operational
use fu lness fo r the r e s u l t s of h i s investigation. Unfortunately, however ,
t he re i s both a przct ica l and a theoret ical reason why the l ingu is t who
exp resses h i s r e s u l t s in the fo rm of s ta tements in c e r t a i n program -
ming languages will encounter d i f f i cu l t i es in achieving the deg ree o f
use fu lness that h e might hope fo r . T h e di f f icul t ies a r i s e f r o m the very
power inhe ren t in m o s t programming languages.

L e t u s exp lo re t h i s difficulty. Suppose that a l ingu is t obtains data
f r om some corpus and at tempts to pfwide a g e n e r a l desc r ip t i on of
the data that he has obtained and that he expects to obtain on fu r ther
investigation. H e thus expects some predict ive value f r o m h i s r e s u l t s
in studying natural language. Suppose f u r t h e r that he s ta tes these
r e s u l t s in the f o r m of processes implemented in a g e n e r a l program -
ming language. We have already argued that these natural language
processes a r e inherently complex and in particular that they a r e
probably sufficiently complex not to allow s i m p l e comprehension by
observation alone. So the linguist quite obviously decides that, in
order to evaluate the r e s u l t s he has obtained and to analyse the con -
sequences of h i s predict ions, h e will forgo the possibi l i ty of manual
checking and will rather m a k e u s e of the same tool, namely t h e c o m -
pu te r , as an aid in evaluating h i s own resu l t s . At this point, h e e n -
counters both the pract ical and theoret ica l difficulty mentioned above.
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It i s comparatively simple to wr i te a process descr ip t ion f o r a
general - purpose computer about which no other computer of even
arbitrari ly great computing capacity can answer cer ta in p r e c i s e l y
stated quest ions. F o r example, the linguist might decide to wr i te
a s i m p l e program that uses a f i n i t e vocabulary and that produces
f r o m t h i s f i n i t e vocabulary a potentially unlimited number of
sentences which he would l i k e tu identify as sentences in the
language h e i s describing. H e might then l i k e to ask of some
arbitrary sentence, whether i t has been included in the s e t of
sentences h e h a s thus descr ibed . In general, t h i s ques t ion can be
answered n e i t h e r by the l ingu is t n o r by any computer of arbitrarily
great computing power [ 70, T h e o r e m 2. 3 1 Inindividual iso la ted
instances, the computer may indeed provide a t o o l which can answer
such questions, but a genera l decision p r w e d u r e o f t h e type we
mentioned does not and can not exis t .

A s a pract ica l mat ter , i t i s a l so the case that writ ing computing
programs to answer quest ions about other computer programs i s an
occupation with only limited rewards, particularly when the programs
being investiga.ted a r e complex. I t thus appears that the ideal tool
fo r p resen ta t i on of descr ip t ive l ingu is t ic r e s u l t s might be one whose
ability to accept complex p r o c e s s descr ipt ions i s not greatly limited,
but which neve r the less h a s the proper ty that evaluation of the pro -
cesses thereby descr ibed i s s t i l l possible. H e r e i s where the automata
l i terature has many mechan isms to contr ibute, f o r example, f i n i t e
state automata 1 2 0l

p

s imp le phrase s t ruc tu re automata 155 , 2 7 3 7 ,
categorial grammars t 2 2 , 176, 208 3 context -dependent phrase

linear Sounded automata 1 2 141 ,
dependency sys tems 1 1 0 2s

5
$ , and other mechan isms which have ye t

s t r u c t u r e grammars

to b e applied a s linguistic models L140a, Chapter 6 r e automata] .
We have shown that i t i s importi~ntfo r the descr ipt ion of

linguistic p rocesses to b e p r e s e n t e d in t e r m s of cer ta in automaton
mechan isms having l e s s computing capability than general -purpose
computers. It r e m a i n s f a r the invest igator to choose among competing
models. Fortunately, h i s choice h e r e can b e a fairly we l l in fo rmed
one. F o r m o s t o f the formal mechanisms which a re p resen ted in the
l i te ra tu re , t h e r e i s available a characterization of the s t ruc tu ra l
p r o p e r t i e s o f the languages which they can descr ibe . Consequently,
i f the linguist knows the corpus that h e intends to descr ibe with a
formal mechanism, h e may be able to r e j e c t cer ta in such m e c h a n i s m s
a s of too limited computing capability to do the job and r e j e c t o t h e r s
a s being unnecessa r i l y powerful. We may consider an example of
such a choice that might b e made.
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L e t u s give a r e c u r s i v e characterization of an infinite s e t of
s t r i n g s of Knglish words which we will e l e c t to consider as English
sentences, F i r s t , we will cons ider the single word I'HekEo" to be
an English sentence. Then we will allow, i t s an English sentence,

uence that consists of "HOW do you say " fo l~owedby an
sectence, followed by "in German s

f* A l l and only such

fo r . Thus, we a r e considering sentences l i k e "HelIo t
f, o r

sen tences will he the sentences in the language we intend to

o you say "HelPo P8 in German ", o r "How do you say "How
do you say " H e J b "inGerman " in
shown t 249Ithat f i n i t e automaton can produce j u s t t h i s language
On the other hand, a simple phrase s t r u c t u r e g r a m p a r o r linear
bounded automaton LZ 141 can. H e r e then, i s .an%examp le of an
optimal choice of automaton mode l f o r desc r ib ing a particular
corpus

etc. I t has been

Occasionally the choice m a y b e of a ~ :appropriate corpus in
k t o f a particular rnodeB, in j u s t the opposi te sequence f r o m the

one ment ioned a.bove. T h e investigator may decide that ce r t a i n
s rn tences (particularly those 0%arbitrary length) can be ei ther
included o r excluded according to whichever dec i s ion makes the
r e s u l t i n g theory s imp le r and according to whichever dec i s ion m a k e s
the r e s u l t i n g process ing mechan isms s i m p l e r .

We have stated that, when one e lec ts to descr ibe r e s u l t s in
the f o r m of a general - purpose computer prbgrxm s ce r t a i n important
processors that one might want to construct cannot in fact b e built.
However, when one r e s t r i c t e onese l f to the use of m o r e narrowly
c i r cumsc r i bed sutomatsm models, such a s s s k e of the grammars
L is ted ina preceding paragraph, then many processors can be
const ruc ted although a f e w important ones a r e s t i l l imposs ib le to
construct. I t i s impartant to notice that the p r o c e s s o r s can be
const ruc ted essent ia l ly independent of the linguis t i e investigation
which i s concerned with constructing a theory f o r a part icular
corpus

An examp le of a. proc,essclr that can b e constructed inall cases
i s g generator which produces objects ef the language being descr ibed

enerator i s of some u s e in the early stages a i debugging a
r insofar a,s i t exhibi ts to the invest igator c e r t a i n of the con -

sequences (usually randomly selected) of the statements that h e has
made in h i s l inguistic theory E252, 3211 An even m o r e important
p r o c e s s o r i s a general -purpose p a r s e r o r syntactic analyser .L170]
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Such a processor takes as input a grammar and a particular
sentence, and determines of the sentence whether it i s producible
f r o m the grammar and, i f so, what i t s analysis with respect to
the grammar i s , that i s to say, how the grammar could produce
such a sentence, F o r most of the res t r i c t ed automata considered,
such a p r o c e s s o r i s capable of construction. There a r e other
p r o c e s s o r s of use in debugging, f o r example, concordance makers
which can generally be constructed fo r m o s t of the automaton
models .

F r o m the practical standpoint, i t i s important to notice that
these processors canallbe constructed a s an essent ia l ly independent
investigation, usually of a mathematical o r programming nature,
dis joint f r o m the essential ly linguistic investigation. Fu r the rmore ,
the processors can usually anticipate the l inguist ic r e s u l t s in that
they can be very general intheir capabilities and can be used
continually during the course o f a progressing linguistic investigation.
T h e advantages in independent construction of these language pro -
c e s s o r s should not be overlooked. Unfortunately, not a l l the
p r o c e s s o r s that one might des i r e are available, eveninprinciple,
fo r some of the automata that one might e l e c t to use. It has been
shown, fo r example, that no processor can be constructed which
will take two arbitrary phrase structure grammars and de te rm ine
whether the languages producible f r o m these grammars a r e
equivalent L23 ] This equivalence quest ion i s undecidable. One
rnuet use a mare res t r i c ted automaton such as the finite automaton
to have the possibil i ty of such a processor.

There i s one las t advantage inthe use of automaton models
which does not occur in the literature. This i s the possibi l i ty of
designing mathematical procedures f o r a comparative evaluation
of alternative grammars. It i s usually the case that the investigator
confronted with a particular corpus of data elec ts one descr ipt ion
of these data over another because of i t s p resumed greater simplicity
o r i t s greater correspondence with intuitive insight o r with some
operational procedure. It seems that when one i s presenting resu l t s
in formal automaton te rms , a possibility opens up of reducing one's
notion of simplicity to ve ry prec ise t e r m s and then of using mechanical
procedures far comparing alternative descriptions submitted f o r the
same data. The undecidability resul ts, such as the one mentioned
above, offer some caveats with respect to the generality of such
evaluation procedures, but particularly for the m o r e res t r i c ted auto -
mata the passibility of such evaluation procedures in at l e a s t a
few important cases r e m a i n s a gaod one f o r exploitation.
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We have thus suggested f i v e kinds of contr ibutions that the auto-
mata theory l i t e r a t u r e has f o r the descr ip t ive l inguist attempting to
account for the regu la r i t i es in English text . F i r s t , we see that
automata the0ry contribute s c er tain p r e c i s ely formulated de scriptive
mechan isms . Second, i t provides theorems about these mechan isms
f r o m which known p r o p e r t i e s of the descr ipt ions using these
mechanisms may be derived. Third, the u s e of the automata theory
m o d e l s enables the investigator to des ign p rocesso rs of v e r y g e n e r a l
capability such as p a r s e r s , generators, o r concordance makers.
Fourth, automata theo re t i c considerat ions lead to c e r t a i n caveats
regarding the impossibility of cer ta in tasks and suggest to the linguist
that, f o r cer ta in kinds of questions, general p rocessors can not e x i s t
and hence cannot b e constructed. Finally, the automata theory
l i t e r a t u r e enables the investigator to c h m s e cer ta in models and
forces the re jec t ion of cer ta in others once he has fixed upon h i s corpus
which i s to be descr ibed.

2. Automata Theory f o r Descr ib ing Other Phenomena a s Languages

In previous discussion, we have r e s t r i c t e d ourselves to consider ing
the particular f o r m of natural language a s i t occurs in textual material.
It will now b e of i n t e r e s t to inquire whether the same automata theore t ic
tools that a r e usefu l in desc r ib ing natural language t e x t can also be u s e d
in descr ib ing other phenomena which may properly b e cons ide red a s
natural l inguistic phenomena. L e t u s l i s t some of the distinguiqkkg
character is t ics that separate these phenomena which we ca l l natural
languages f rom other phenomena which occur in human communication
situations. F i r s t , we find phenomena which, to unsophisticated
observation; appear to be at bes t only probabilistically constrained but
which, on further investigation, turn out to have some very pervas ive
rigid regu la r i t i es . Secondly, we find a rather smal l alphabet o f symbols
juxtaposed (usually in a linear array) in complex manner. Third, we
find that people can learn quite eas i ly to behave according to t h e

u la r i t i e s o f the language, although, paradoxically, they s e e m to be
very poor 1: 1982 at describing the regular i t ies that character ize the i r
learned behavior. Fourth, and probably m o s t important f r o m the prag -
matic standpoint, we find that these phenomena a r e u s e d f o r the purpose
of communicating meaning. The f i r s t two o f these four propert ie : a r e
the ones which a r e exploited in applying automata theory to the

non-mechanized, that i s to say human, information retr ieval systems
work. If a parallelism between the natural language phenomena in
English t e x t and other phenomena which occur in information re t r ieva l
systems can be found we would hope by analogy to exploi t the applica -
tion of automata theory to these other phenomena in a similar manner
to the way we u s e i t inhandling -natural language text.

t ion of such a language, and the las t two a r e exploited inmaking
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Four c l a s s e s o f phenomena which occur in information r e t r i e v a l
s y s t e m s and which we sugges t can also be handled profitably as
natural language phenomena a r e (1) display information, such a s
mathematical equations that occur in text; (2) chemical nomenclature;
(3) handwriting; and (4) geometr ica l configurat ions, such a s occur in
schemat ic diagrams. L e t u s f i r s t cons ider ob jec ts which usually
occu r embedded in Engl ish language t e x t and which a r e genera l l y
r e f e r r e d to a s mathematical &splay information. A typical example
wouid b e a mathematical equation.

Of the four c h a r a c t e r i s t i c s of natural languages ment ioned above,
mathematical display information certainly h a s the f i r s t and the second.
It also s e r v e s the communication purpose o f property number four, but
we might briefly ask whether i t has the th i rd o f the p r o p e r t i e s mentioned,
namely, that i t i s easi ly l e a r n e d in an informal manner and not explicitly
v e r b a l i z e d by u s e r s of th i s purported language. Some unpublished
inves t iga t ions by the author and o t h e r s have showed that, notwithstanding
the occasional exp l i c i t def in i t ions of mathematical notations such as
appear primarily in books on logic and othe r fo rma l t e x t si/,the typical
ins tance of mathematical usage i s an informal one b a s e d not on any
exp l i c i t formal definit ion that has o c c u r r e d but rather a definition that
r e s u l t s f r o m common usage. Thus, display information in mathematical
t e x t has the third of the four p roper t i es also.

Some may r a i s e the ob jec t ion that, when v i e w e d a s a language,
display information fai ls to be one-dimensional. This i s , o f course,
a valid objection. It suggests, t he re fo re , that i f automata t h e o r e t i c
techniques a r e to be used in providing formal Ir -udels fo r the descr ip t ion
of mathematical tex t as natural language, these m o d e l s m u s t be general -
i zed to handle two -dimensional configurations, i.e. $ m o r e genera l i zed
kind of concatenation than i s usually studied in automata theory.

It i s i n t e r e s t i n g to note that the n e e d €or haEdling such information
a s mathematical display information embedded in t e x t i s not generally
recogn ized when cons idera t ion i s given to the problem of input of
natural language text. One typically th inks in t e r m s of p r i n t - r e a d e r s
which can p e r f o r m l inear scan of documents and which can t r a n s c r i b e
into data process ing equipment the rep resen ta t i on o f the charac te rs
which have thus b e e n linearly scanned. It does not s e e m poss ib l e , how-
e v e r , to character ize mathematical t e x t in qu i te so s imp le a linear
fashion. Consequently, one would s u s p e c t that l inear scanning dev ices
l i k e character r e a d e r s will r e q u i r e some deg ree of pre - ed i t ing to
eliminate e s s e n t i a l l y nonl inear language information f r o m the input
b e f o r e scanning techniques such as a r e commonly being u s e d will work.

-’’ F. Cajor i , A H is to r y of Mathematical Notation.
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I t may even turn out that documents which contain information f o r
r e t r i e v a l pu rposes and which a r e nominally textual in nature will
be d i s c o v e r e d to have m o r e information content than i s denoted by
the Pinear tex t s t r i n g s in the documents and that such additional
information will s e r v e important pu rposes fo r information r e t r i e v a l .

We a r e r e f e r r i n g h e r e to the kind of nominally textual information
which i s highly formatted and for which the formatt ing conveys
additional information beyond that which i s p r e s e n t in the occu r rences
of words in the t e x t alone, E x a m p l e s which come to mind a r e such
things as f igure captions and headings, page n u m b e r s , equations in
mathematical tex ts , labels within f igures , etc. The point we a r e try -
ing to make, the re fo re , i s that documents which a r e nominally textual
innature in fact contain occur rences of another kind of natural language
which i s two -dimensional and which s e r v e s an important communication
purpose j u s t a s does the text i t se l f . Insofar a s automata theore t ic tools
can b e applied to the study of the tex t language, so similarly it would
appear these tochs can be applied to the d e s c r i p t i o n s of t h i s language
inherent in docunen t format.

A second kind of natural language which i s occasional ly found in
c e r t a i n kinds of documents and which has l e s s practical importance i s
that of handwriting. T h e r e a r e some indications [ 83 that the four
natural language p r o p e r t i e s a r e shared by handwriting and that a
consequent application of automata theo re t i e too l s can be m a d e here .
However, the pract ical consequences do not s e e m significant.

T h e third application i s one of m o r e pract ical consequences,
namely, chemical nomenclature. Garfield 105 3 showed how tech -
n iques of s t ructura l l inguist ic descr ip t ion can be applied to the syntact ic
ana l ys i s of the names ob chemical compounds. It certainly appears to
b e the case that one can produce a. grammar f o r t he language of chemical
nomenclature. One pract ical consequence o f so doing would be to solve
once and fo r a11 the problem of ambiguity of nomenclature s ince it i s
quite possib le to des ign machine procedures which will syntactically
analyze a langnrage with respect to i t s grammar and then identify a s
equivalent s truc tur e s which a r e syntactically dis t inc t.

The l a s t example of a natural languzge phenomenon occu rs in
diagrams and schemat ics, and in genera l in pictor ial objects which
a r e symbolic rather than representat ional. The dividing l ine between
the symbol ic and the representa t iona l pictor ial information sources i s
not an easy one to desc r ibe p rec i se l y . However, definitely included
within the symbolic pictor ial sources a r e e l e c t r i c a l c i r cu i t diagrams,
chemical s t r u c t u r e diagrams, f low char ts , printed pages, and cer ta in
mechanical drawings. T h e l a s t example i s perhaps a transitional one
between the symbol ic and representa t iona l . Representat ional sources,
o f course, include photographs and sketches.
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In o r d e r to e s t a b l i s h our t h e s i s that such pictor ial sou rces can
profitably be viewed a s natural languages and desc r ibed with auto-
mata theore t ic tools , l e t u s consider one rep resen ta t i ve example,
namely,that of e l e c t r i c a l c i r c u i t diagrams. S ince c i r c u i t diagrams
a r e an ideal ins tance of a symbolic p ic tor ia l source , we would hope
to find h e r e the four proper t ies that character ize the natural
languages to which automata theoret ic too ls s e e m applicable. Indeed,
we do find f i r s t o f a l l a s e t o f r e g u l a r i t i e s which admit of var iat ions
but which only allow a choice among a s e t of qui te definitely p r e s c r i b e d
al ternat ives. Thus, the symbol f o r a capacitor o r a r e s i s t o r in a
c i r c u i t diagram may be any one of a surpr is ing ly large number of
a l te rnat ives a s may be the symbolic mechan ism u s e d to denote the
fact that the capacitor and r e s i s t o r a r e e lec t r i ca l l y connected. How-
e v e r , the formal mechan isms which may b e u s e d a r e rather r igidly
p r e s c r i b e d , and any violation o f t h e m i s immediately recognized by a
u s e r of th is "language " a s a violation of c o r r e c t use.

Second, we note that the language may be desc r i bed by a finite
though ra ther la rge vocabulary of symbo l s with r u l e s regulat ing the
ways in which these symbols may be juxtaposed, although one seldom,
i f eve r , sees an expl ic i t s ta tement of what the r e g u l a r i t i e s a r e which
the r u l e s can explain. Third, we note that c i r c u i t diagrams a r e read
and produced by people who usually learn them informally, and lastly,
the communication function p e r f o r m e d by c i r c u i t diagrams i s , of
course , apparent. I t would b e hoped that in applying the tools of
language desc r ip t i on provided by automata theo ry in t h i s m o r e
genera l i zed example of a language,one would t h e r e b y obtain techniques
f o r using such dev ices as character sens ing machines to handle a s
primary input to information r e t r i e v a l s y s t e m s t h i s kind of information
sou rce which p r e s e n t l y s e e m s we l l beyond any poss ib i l i t y of input to
an information r e t r i e v a l s y s t e m except by manual means .
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Ar t i f i c ia l Languages ~n IR Sys tems

T h u s Ear, we have Seen c o n c e r n e d primarily with t h e lnput p rob lem
to information r e t r i e v a l s y s t e m s We have been inquiring into the
ayp l ica tion s o i pa rt l c u lsr techniques to c ha r a c t er i zing Information which
h3 s heen produc ed independently of in format ion r e t r ~ e v aI purposes and
w h r c h n m s t b e anatysed by d e s c r i p t i v e techniques Such i s t h e nature of
the input problenl in ?marly r e t r i e v a l s y s t e m s w h e r e t h e Information to b e

i-csccsscd largely e x l s t s pr ior to and independent of t h e r e t r i e v a l s y s t e m
jut mus t , neve r t he less , b e manipulated within the s y s t e m f o r r e t r i e v a l

aes . T h e r e appea rs to be no way to .>.void s u l t a b l e a n a l y s i s o f the
informat ion In such s y s t e m s e i t h e r by mechan i ca l techniques, in

which case we have suggested t h e application of automata theory, o r by
nlsrlua.1 techn iques . which of c o u r s e r e p r e s e n t t h e m o r e c9mmon case in
p r e s e n t re t r i eva l sys tems. ,

It,i s n e c e s s a r y now that we draw a sharp d i s t i n c t i o n be tween the
infor -matron to be manipulated in a r e t r i e v a l s y s t e m over which t h e r e i s
essentiakly no control. because the information e x i s t s and has been
produced far purposes Independent o f the s y s t e m and the information
which i s produced a t the s y s t e m o r within the s y s t e m o r for the purpose
of being u s e d by the s y s t e m . Qu i te c lear l y , an example 01such m o r e
manageable o r contro l lable miormation o c c u r s in s e a r c h p r e s c r i p t i o n s
that are add ressed to an iniormdtion r e t r i e v a l sys tem, N o t i c e t h a t a l .
though d s e a r c h p r e s c r i p t i o n may t a l k about natural language objects,
t h e r e i s no need f o r the s e a r c h p r e s c r i p t i o n i t s e l f n e c e s s a r i l y t o be in
a natural language, The point i s that in te r roga t i ons made to a mechan ized
r e t r i e v a l s y s t e m r a n qu l te poss ib ly b e withln s o m e ar t i f i c i a l Iangua.ge,
although inev i tab ly the a r t i f i c i a l language m u s t b e ab le to manlpulate
natural language objects i f i t i s to have any r e t r i e v a l power at all. Our
c o n t e n t ~ o ni s , thus, that although the object language of a r e t r i e v a l s y s t e m
m u s t inevitably contain natural language within i t , the syntax (or i n t e r r o -.
gation) language need not be a natural language and may i;l f3c t be a highly
s t y l i z e d &2rtificiallanguage a

We will gran t that c e r t a i n ddvantagesaccruc to mJking the in ter rogat ion
Idnguage as w e l l d s t h e ob jec t language in 3 r e t r i e v a l s y s t e m a natural
h n g h a g e - F o r e x a m p l e d g has b e e n pointed aut by o t h e r s p r o c e s s o r s of
thr ob jec t and syntax language c a n b e s h a r e d in common, One would expec t
rh4 t ~n attempting to provide withln d s e a r c h p r e s c r i p t i o n , a n operat iona l
dr:linltien o f " rehevance " one would have to m a k e heavy use of the ob jec t

m g e in iormulating the s e a r c h p r e s c r i p t i o n In such c a s e s a common
ulsge and common p r o c e s s o r s sha red be tween the langurzge wlthin t h e

~ y ~ ~ ~ l na n d the language of the s y s t e m would h a v e obvious b e n e r
However, the re la t ive ly pymit ive state of our underst3nding of how to
i n t e r p r e t natural language commands sugges t s that during a c e r t a i n interim

e r i o d i t may be n e c e s s 5 r y that the interrogat ion language within a r e t r i e v a l
y s t e r n be at l e a s t to some e x t e n t s t y l i zed and ar t i f i c i a l , I t should b e ap-

languages within IR sys tems c ; t n b e so des igned tha t they share s o m e o i the
properties that hswe been d i s c o v e r e d to hold f o r natura l languages

r e n t by now that our m a i n t h e s i s in t h i s s e c t i o n will b e th-It a r t i f i c i a l
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In a reas of application other than IR t h e r e a r e in e x i s t e n c e today
comple te ly a r t i f i c i a l languages which have been c o n s t r u c t e d to look l i k e
Engl ish. T h i s appearance i s ach ieved by sharing a c o m m o n alphabet
(o r vocabulary) be tween the ar t i f i c ia l ianguczge and Engl ish k 6 5 a ]
It i s wel l to recogn i ze , however, that m o r e i s known about natura l '
language than i t s vocabulary One i s l e d to s u s p e c t that i f s o m e of the
syntact ical p r o p e r t i e s which a r e known to hold f o r natural languages
w e r e built into a r t i f i c i a l languages, the convenience of use and perhaps
e v e n the ease of implementation in, say, compiling would i n c r e a s e
considerably.

Although the ALGOL language 12171 was m o t designed fo r information
r e t r i e v a l purposes, a b r i e f cons idera t ion of the automata theo re t i c
ques t ions regarding ALGOL may p r o v e enlightening. T h e definition of
ALGOL was p r e s e n t e d a s two e s s e n t i a l l y d is jo in t s y s t e m s , t h e f i r s t being
the syntactical spec i f i ca t i on of t h e language and the second being the
seman t i cs o r in tended in terpreta t ion of t h e syntactical s y s t e m . Although
such a p r a c t i c e i s common in mathematical l og i c . i t i s r a r e l y t h e c a s e
that in a r e a s of pract ica l application the syntax of a language i s s p e c i f i e d
with such p rec i s i on a s i s the syntax of ALGOL. We c a n see c e r t a i n
advantages which r e s u l t f r o m separat ing the def in i t ion of t h e syntax of
the language f r o m the in terpre ta t ion o r s e m a n t i c s . I r o n s c1581 has been
able to c rea te a v e r y economica l comp i le r by exploi t ing the formal
s t r u c t u r e in which the ALGOL syntax i s p r e s e n t e d T h i s s t r u c t u r e tu rns
out to be partially that o f a s imp le p h r a s e s t r u c t u r e language [118 1.

What i s r e l e v a n t about the ALGOL expe r i ence i s that although the
syntax i s unique, the seman t i cs i s sub jec t to much var ia t ion when the
language i s implemented upon d i f fe ren t machines which u s e d i f fe rent
a r i t h m e t i c s . It may appear s u r p r i s i n g that the syntax of the language can
be p r e c i s e l y def ined while the semant ics i s l e f t open or sub jec t to d i f fe ren t
i n te rp re ta t i ons . That t h i s can, in fact, be done fo l lows f r o m the wide -
spread use of numepica1 p r o c e s s i n g techniques and t h e consequent ex i f j t ence
of an informal language that a r i s e s to communicate these techn iques .
ALGOL i s a formal language whose s t r u c t u r e i s motivated by corresponding
s t ruc tu res in the informal language.

Now the poss ib i l i ty i s available to u s for construct ing ar t i f i c ia l
languages fo r interrogating IR sys tems in v e r y much the way a language
l i k e ALGOL i s constructed, We cannot, of course : exploit s o un iversa l
a language as that u s e d fo r motivating ALGOL, but we can gather those
things that a r e said by IR s y s t e m c u s t o m e r s in interrogat ing their s y s t e m s
and then const ruc t ar t i f ic ia l languages which say the same things, The im-
plementation and interpreta t ion of such languages will n e c e s s a r i l y vary f r o m
one IR s y s t e m to the next, but we would expec t that the syntax of the formal
language could remain constant. The language k e r y C461 i s a simple
example of a language de f i ned in t h i s fashion,
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C. Ififesence in I4 'Sryetems

Wc h a v e been concer r l ing ou rse l ves with methods whereby a
deecr ipt ion of the atructuraI p r o p e r t i e s of natural language text
may b e obtained and made available to a. machine system. We
have a l s o d i s c u s s e d c,erta.in p rocesso rs that may be applied to
such 3 l i n g u i s t i c descript ion, the prirnary purpose of which i s to
help improve the descr ip t ion and make i t more accura te and
complete. Thus far, however, we have not concerned ourselves
with the purpose of arr iv ing at such a structural characterization
sf natural language text. In th is section, we shall d iscues one of
the main applications of a l inguist ic theory such as we have b e e n
discussing, namely, the application to the proceas o f f o r m a l
infe tenc e We sha11 cons equently be d i s cus sing information
re t r ieva l e y s t e r n e that per form indersnce on formal objects that
derive or iginal ly f r o m natural language text.

We do not suggest that t h e r e e x i s t any c u r r e n t information
retrieva1 s y s t e m which can in any strong sense of the word be
eaid to per form Eorrnal in fe rence. Such eys tems would have to
i n f e r f rom asser t i ons which appear in documents to consequences
which need not appear explicitly, A possible fu ture exception may
beIla51 The nearest that we might come to that i s in the caae
of information retr ieval s y s t e m s which p e r f o r m some calculation

tian re t r i eva l systems which p e r f o r m in ference with those
afore delivering an answer. It i s well to caat ras t the kind of

whilch might pmperly be cal led search and selec t ion systems. T h e
 ear^^ and select ion sys tems upon receip t of a search presc r ip t ion
find in storage some i t e m which answers the prescr ip t ion o r perhaps
some composite of severa l i tems which answer the aearch p r e s c r i p -
tion, The essen t ia l limitation in e u c h sys tems i s on the s ize of the

actical purposes, t h i s storage limitation often i s
d many ingenioua mechanisms have been designed
o such etorage may readily be achieved.

ental contrast to such sys tems, however, i s the-kind
r e t r i e v a l s y s t e m inwhich we a r e primarily i n t e r e s t e d
a system, a storage cons is t ing 'o f a finite and possibly
LP set of fo rmal objects i s used in conjunction with a

of inference to produce additional objects f o r storage.
ional objects may, in fact, be computed and stored but

e likely the case that the number of such objects being
infinite would preclude the possibi l i ty of stor ing a l l the
b jec ta in the system, Coneequently, in systems which are

rming inference, one would expect that the m a r e
common situation would be that i t e m s which answer a s e a r c h w e s c r i p
tion would be computed only a f te r the search prescr ip t ion hadlbeen
furnished to the system.
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T h e r e i s a v e r y p r e c i s e but unfortunately ar t i f i c ia l example that
we may u s e to i l l u s t r a t e the cont ras t between the more conventional
kind of r e t r i e v a l s y s t e m and the one capable of i n f e r e n c e such a s we
a r e i n t e r e s t e d in h e r e . Suppose the purpose o f a r e t r i e v a l s y s t e m
w e r e to furnish c u s t o m e r s with t h e o r e m s in elementary plane geometry.
The search p r e s c r i p t i o n might consist of schemat ic rep resen ta t i on of
t h e o r e m s and the answer to a s e a r c h prescr ip t ion might b e a t h e o r e m
of plane geometry which sat is f ies the schemat ic descr ip t ion . T h e r e a r e
two kinds of r e t r i e v a l sys tems which could opera te in the way we j u s t
descr ibed. The f i r s t kind would c o n s i s t of a large s e t o f prev ious ly
calculated t h e o r e m s of plane geometry s to red and so c l a s s i f i e d in storage
that upon r e c e i p t of the search prescr ip t ion , reasonably d i r e c t access
could b e had to an appropriate t h e o r e m which sa t i s f i es the s e a r c h p r e -
script ion. The number of such theo rems s t o r e d would n e c e s s a r i l y be
f in i te but considerable ingenuity could b e u s e d to a s s u r e that a l l t heo rems
reasonably ca l led f o r by reasonable c u s t o m e r s would, in fact, already
have been anticipated and stored. The other kind of s y s t e m which would
behave in a simi lar fashion would b e the one capable of performing
inference. In such a sys tem, a relatively small s e t of axioms for plane
geomet ry would be s to red along with formal r u l e s of in fe rence. T h e n
upon rece ip t of a s e a r c h prescr ipt ion, the s y s t e m would proceed to
calculate theorems until a suitable t h e o r e m was obtained which s a t i s f i e d
the schema of the s e a r c h p resc r ip t i on . Considerable ingenuity would be
r e q u i r e d to assure that use less t h e o r e m s would be l e s s often generated
than u s e f u l ones. H e u r i s t i c s e a r c h techniques might b e employed but
t h e r e would be no guarantee of success o r of e f f i c iency . However, the
number of theo rems potentially available in such a s y s t e m would be
l i tera l ly infinite and the possibi l i ty of t h e s y s t e m furnishing some qui te
r e m o t e t h e o r e m in answer to a search p resc r i p t i on would be considerably
improved.

We have belabored t h i s example to i l l us t ra te the d i f fe rence between
conventional information r e t r i e v a l sy s t e m s a even those which ope r a t e with
natural language ob jec ts such as automatic indexing and automatic abstract -
ing sys tems , and information re t r i eva l sys tems which p e r f o r m in fe rence
based upon natural language text. These l a t t e r s y s t e m s m u s t contain
l ingu is t ic t h e o r i e s to govern the tex t that they manipulate. F u r t h e r m o r e
they m u s t be able to combine linguistically analyzed abjects with each
other to produce new ones which need not have been f o r m e r l y within t h e
s y s t e m . We m u s t ment ion h e r e (but only mention) the important philo -
sophical quest ion regarding the extent to which human beings p e r f o r m
in ference a s an e n t i r e l y l inguist ic p rocess o r a s an extralinguistic
process . Regardless of how that quest ion i s answered, however, i t i s
c l ea r l y t h e case that a great deal o f i n fe rence p e r f o r m e d by human beings
i s essent ia l ly l ingu is t ic in nature. We wish to propose h e r e that some
part of t h i s i n fe rence process may b e c a r r i e d out within an information
r e t r i e v a l s y s t e m .
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The tradi t ional way of studying the p rocess of i n f e r e n c e has b e e n
to translate asse r t i ons f r o m natural language into s o m e ar t i f i c i a l
language and then within the ar t i f i c ia l language to have r u l e s of in-
ference which enable the art i f ic ia l language objects to be u s e d in pro -
ducing n e w ones. A subsequent t ranslat ion back f r o m the a r t i f i c i a l
language to t h e natural language enables the r e s u l t s of the i n f e r e n c e
to b e stated in natural language. In the long h i s t o r y of a t t emp ts to
formal ize in ference, we would expect that at l e a s t some of the r e s u l t s
that would be needed to c rea te a mechanized i n f e r e n c e s y s t e m have
indeed b e e n created. I f we may be so presumptuous as t o attempt a
succ inc t summary of the state o f the a r t of mechanizing i n f e r e n c e in
natural language, we might character ize i t as fol lows: T h e problem
of l inguist ic analysis of the objects to b e used in the p rocess of
i n fe rence h a s only r e c e n t l y r e c e i v e d the r igo rous t r e a t m e n t r e q u i r e d
fo r mechanization. The problem of translating f r o m the natural
language, with o r without i t s exhaustive l ingu is t ic analysis, into a
formal language 0f log ic has r e c e i v e d much t rea tmen t but usually of
a fragmentary nature. The study of the formal i n f e r e n c e p r o c e s s in
logical languages whether o r not t h e y d e r i v e f r o m natural languages
has r e c e i v e d mass ive t r e a t m e n t and const i tu tes in fact a la rge part
of the study of symbolic logic. Finally, the problem of translating
f r o m formal logic ob jec ts into natural language ob jec ts has again
r e c e i v e d at b e s t only fragmentary treatment.

Of the many par ts o f the problem of performing natural language
i n f e r e n c e within a mechanized sys tem, the re i s only one that we can
t r e a t within t h i s s u r v e y and that i s the problem of per fo rming formal
i v fe rence in logica l languages with automata. B e f o r e so doing, how -
e v e r , we may ment ion j u s t one remaining in te res t i ng possibi l i ty. We
have assumed that t h e r e m u s t be a translation f r o m a natural language
into a formal language before in ference can b e implemented. T h i s
i s not necessar i l y the case, It may eventually become poss ib l e to
state ru l es of i n fe rence which operate not on formal logical ob jec ts
but rather on syntax language objects which r e p r e s e n t the output of
analysis programs operating on natural language. The possibi l i ty of
performing in fe rence d i rec t l y on syntactically analyzed natural language
objects i s an important one because i t i s a more r e a l i s t i c model of the
p r e s u m e d in fe rence p r o c e s s in people, but we cannot d i s c u s s th is
fur ther he re . Instead, we will a s s u m e that what in fe rence i s to b e
performed i s performed upon formal log ica l ob jec ts which may have
a r i sen in translation f r o m natural language. The l i t e r a t u r e we a r e
concerned with h e r e i s that o f mechanical t h e o r e m proving.
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Although t h e r e has been a h i s t o r y fo r many y e a r s in studying the
process of inference, most o f the study has been metatheoretic in the
sense that theo rems concerning in fe rence were developed r a t h e r than
applied to performing in fe rences . In the past f e w years, however,
much i n t e r e s t has developed in the possibi l i ty o f actually implementing
theorem proving techniques using data process ing machines. In a
sense, th is rep resen ts a new departure for the logician insofar a s h i s
prev ious concern with a study of the p r o c e s s o f i n fe rence has now been
slightly r e o r i e n t e d toward actually performing in fe rences even though
the in ferences a r e p e r f o r m e d through the intermediary o f a machine.
The in ference that has actually been imp lemen ted in machine pro -
cedures has been a lmos t e n t i r e l y applied to prob lems in mathematics
o r inlogic i t s e l f . Of the investigations that have been repor ted in the
l i te ra ture , we can detect four essent ia l ly d i f fe rent types which have
r e c e i v e d differing amounts of investigation. The f i r s t of these four
types of theorem proving may be considered to have been the f i r s t
u s e d o n computers even though it was identified as such only r e c e n t l y
by Lehmer t 1801 . The theorem proving technique h e r e consists of
using the data process ing machine as a c l e r i c a l aid to t h e mathematician
engaged inan essent ia l l y mathematical investiga%ion. The computer
s e r v e s h e r e a s an e x t r e m e l y rapid calculator fo r tes t i ng con jec tures
by calculation and for suggesting con jec tu res to the mathematician who
bears the burden of the investigation. Investigations innumber theory
have proved a fruitful area of application for th is kind o f t h e o r e m prov -
ing technique.

A second kind of technique has been applied to t h e o r e m proving
in the proposit ional calculus. The emphasis he re has been upon d i rec t
manipulation of the mathernatical language, in some cases the language
of the proposit ional calculus, and inobtaining proo fs by explicitly
applying r u l e s of in fe rence which generate new theorems f rom old
theorems r306, 48, 67, 189, 2 5 9 1 . A much m o r e radical
attempt at theorem proving i s rep resen ted by the third technique,
usually identified a s h e u r i s t i c t h e o r e m proving. T h e f i r s t applica -
t ions w e r e to theo rems in the proposit ional calculus 1221, 2 2 5 3 and
subsequent ones were in geometry r1121 . The application to formal
integration &281] can also b e cons idered in th i s c lass, although the
primary emphas is has not been on theorem proving.

The fourth kind of mechanical theor 'em proving which has had the
greates t activity recently makes use of expansion p rocedu res which
provide formal interpretations of the syntactical objects which a r e the
theorems to b e proved. [r 73, 305, a lso 29, 71, 72, 74, 81, 82, 100,
113, 114, 168, 171, 242, 243, 245, 258, 260, 292, 306, 307, 3081.
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The techqiques u s e d h e r e a r e semi - proof procedures in the sense
that they a r e applicable to undecidable domains. They provide
proofs f o r formulas which a r e theorems and lead to procedures
which fa i l to terminate f o r formulas which a r e not theorems.
Much of the recen t emphasis in th i s l a s t a r e a has been on at tempts
to truncate the expansion procedures to m a k e them m o r e economical.
I t i s i n t e r e s t i n g to note that these truncation procedu res turn out
to be, in effect, highly formal ized vers ions of h e u r i s t i c s quite c o m -
parable to those u s e d in the h e u r i s t i c theo rem proving techniques.
The supposed dichotomy that ex is ts , there fo re , between the two
c lasses of t h e o r e m proving techniques, h e u r i s t i c and so - cal led
algorithmic, i s t h e r e f o r e a d i f fe rence in name only and not one of
substance 113052 .

We a r e i n t e r e s t e d h e r e in the mechanical t h e o r e m proving
techniques, not because we a re in te res ted in proving theorems in
mathemat ics but because they r e p r e s e n t the sole attempt thus far t o
carry out, on machines, highly elaborate p rocesses of in fe rence .
It i s important to know whether the same techniques that a r e developed
f o r mechanical t h e o r e m proving may ultimately be of u s e incarrying
out in ference in formal languages that der ive f r o m natural language.
1312, 313)

The present mechanical theorem proving techniques rep resen t
successfu l attempts at programming highly complex combinatorial
manipulations of formal language objects. To t h i s extent, we expect
that the same techniques willbe u s e f u l in carry ing out i n fe rence in
formal languages that der i ve f r o m natural language. T h e r e i s one
consideration, however, that seems to limit the degree of application
of p resen t t h e o r e m proving techniques to those which we a r e ultimately
m o s t i n t e r e s t e d in. To understand t h i s limiting factor, we m u s t f i r s t
not ice that the mechanical t h e o r e m proving techniques p r e s e n t l y being
investigated a r e applied to what the logician ca l ls " pure o r un in terpre ted
fo rma l sys tems " . Formulas in these p u r e s y s t e m s become theorems
i f under every interpretat ion of the formal object, the formulas a r e
t r u e (actually th i s holds only in those formal s y s t e m s w h e r e complete -
n e s s theorems can be proved). A s an example, l e t u s cons ider a formula
f r o m a f i r s t o r d e r functional calculus.

E X ( F X V - Fx )

T h i s formula t u r n s out to b e a t h e o r e m in the f i r s t o r d e r functional
calculus f o r (among other reasons) the fact that no mat ter how one i n t e r -
p r e t s the property F and no matter what individual i s assigned to the
variable x , the exp ress ion i s sat is f ied. T h e language i s p u r e insofar as
the f reedom of in te rp re t ing F and x i s as wide a s w e mention.
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Now, in the case of a formal language that d e r i v e s ultimately
frbm a natural language, we would expect qui te the opposite to be
the case. We would expect that the counterparts o f the function
l e t t e r s and the ob jec t variables would be highly in te rp re ted , very
r igorous ly constra ined objects subject only to some slight f r e e d o m
in how values may be assigned to them. If th i s i s the case, i t would
fol low that those in fe rences which can be c a r r i e d out in natural
language a s formal ized in some fo rma l language will r e p r e s e n t very
specia l ized vers ions of the in fe rences that can be car r ied out in the
m o r e p u r e languages that a r e commonly s tud ied today.

It i s no t c lear whether in fe rence in highly i n t e r p r e t e d languages, ,
l i k e the natural language counterparts, i s actually an e a s i e r o r a
m o r e comp lex t a s k to p rog ram on a machine than i s i n fe rence in
p u r e languages. We can see reasons f o r both s ides of the argument.
T h e task would b e s i m p l e r with const ra ined in te rp re ta t i ons fo r the
formal objects, because so many fewer proof poss ib i l i t i es have to
be exp lored than in the unconstrained case. The process of pe r fo rm -
ing in fe rence in the formal ized v e r s i o n of natural language would on
the other hand b e m o r e complex because the t a s k o f calculating the
spec ia l i zed interpretat ions of the fo rma l ob jec ts would impose a
significant data process ing burden on a machine. Whether the n e t
r e s u l t would be a gain o r a l o s s f o r the natural language t h e o r e m
proving over the log ica l language t h e o r e m proving i s quite unclear
at present. Our conclusion m u s t thus be that the p r e s e n t mechanical
t h e o r e m proving techniques may potentially p r o v e u s e f u l in c a r q i n g
out i n f e r e n c e in languages that der ive f r o m natural language m o r e
c lose ly than the logica l languages cur ren t l y studied but that the nature
of the contribution and the degree of contribution i s at p r e s e n t unc lea r .

D. T h e o r e t i c a l Feasibil i ty and Complexity Q u e s t i o n s

T h e r e i s assoc ia ted with cer ta in information r e t r i e v a l s y s t e m s
the r e q u i r e m e n t to provide cer ta in assurances o r guarantees of
s y s t e m performance. F o r example, in military command and cont ro l
sys tems, the re i s a need to a s s u r e reliabil i ty. In U.S. Patent Of f i ce
searching, t h e r e i s the need to a s s u r e exhaust iveness o f search.
Invest igat ions into the nature of such r e q u i r e m e n t s , when prosecu ted
far enough, often lead into c e r t a i n fundamental considerat ions which
we would l i k e to d i scuss briefly h e r e .
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Oar thes i s i s that some of the fundamental quest ions asked about
information r e t r i e v a l s y s t e m s a r e the counterparts of ques t ions that
a r i s e in cer ta in a r e a s of automata theory, particularly in computability
theory and that ifone w ishes s e r i o u s l y to invest igate these quest ions,
the appropriate investigation i s within computability theory 70, 2 62 ,
263, 282, and also 42, 144, 161, 174, 181, 186, 212, 215, 237, 240, 241, ~

291, 297, 2 9 9 1 T h e quest ions that we shal l briefly be concerned with
h e r e a l l a r i s e in s y s t e m s that a r e infinite o r potentially infinite, so we
will briefly d igress to d i scuss the appropr ia teness of finite o r infinite
IR s y s t e m mode ls .

The mathematical techniques that have thus far proved,useful in
studying IR s y s t e m s , namely Boolean algebraic techniques and graph
theory , have been u s e f u l exclusively in s y s t e m s that a r e f i n i t e and
indeed, o f ten rather small. Thus, one conventionally s tud ies the
Boolean algebra of a finite s e t of index en t r ies f o r a document col lect ion
o r the Boolean algebra of subsets of a document set, o r i f one has a
finite number o f information i t e m s and some indexes associated with
these i t e m s , one may s tudy the association networks fo rmed by t h e
connections between the indexes and the i t e m s they index. The graph
theore t ic techniques that a r e applicable h e r e a r e u s e d particularly fo r
finite sys tems. We a r e l e d to inquire then, whether any information
r e t r i e v a l sys tems e x i s t which should properly be modeled with infinite
models . It appears that at l e a s t two kinds of r e t r i e v a l sys tems can
appropriately be modeled in th i s way. $he f i r s t kind of s y s t e m i s the
s y s t e m which grows in principle arbitrari ly large with t ime. Thus , the
l i t e ra tu re through which Patent Of f ice searches are. to be made grows
with t i m e and even though es t ima tes of exponential growth have been
made, it i s reasonable to simply approximate th i s growth by consider ing
it to b e unbounded. A m o r e plausible case f o r the infinite IR s y s t e m
occurs when we allow the possibi l i ty of in fe rence. It i s immediately
the case that sys tems which haveeven only a smal l number of fo rmal
objects and a few r u l e s of fo rmal in fe rence can admit of l i teral ly an
infinite number of i n fe rences that can b e p e r f o r m e d . Thus, i f we take
an IR s y s t e m and i n q u i r e not about t h e information tokens s t o r e d in
the s y s t e m but of the consequences o r r e s u l t s of inferences that can
be carr ied out based upon what i s s to red in the s y s t e m , we immediately
have an infinite amount of information which m u s t b e searched.

L e t u s consider, then, that we have one o r the other o f these
infinite information r e t r i e v a l systems. What a r e some sf the quest ions
that one might ask about such sys tems , and what i s the relevant theqry
that add resses i t s e l f to these quest ions? The f i r s t quest ion a r i s e s out
of a peculiar a s s y m e t r y that ex i s t s between re levant and i r r e l e v a n t
i t e m s in an information col lect ion. When one i s engaged in a sequent ia l
seapch through an information collection, one of ten not ices that cer ta in
information i t e m s a r e immediately recogn ized and accepted as being
re levant (whatever that means) to a search prescript ion. The re levance
can usually be exhib i ted. On the other hand, one seldom can a s s e r t of a
particular i t e m in an information col lec t ion that i t i s definitely i r re levant



to a search -preocr ip t ion . A s a matter of fact, a supposed ly - i r re levant
i t e m may, l a te r in a search , turn out to be quite relevant based upon
information obtained f r b m s o m e subsequent i t e m found in the search .
This leads u s t o the following quest ion. Suppose that in performing a
sequent ia l s e a r c h through an information co l l ec t i on a f t e r s o m e long
period no i t e m has been found which can be found re levan t to the given
s e a r c h presc r ip t ion . What conciusion should be drawn f r o m t h e t h u s
far execu ted search? One i s t e m p t e d to suggest a rather fa r reaching
analogy between t h i s quest ion and a quest ion that i s asked in computability
theory. The counterpart quest ion i s as fol lows: In carrying out the s y s t e -
mat ic enumeration by an algor i thmic p r o c e s s of t h e m e m b e r s of some
infinite se't, i f a part icular m e m b e r being sought has not yet b e e n encountered,
what c a n be said about the ultimate possibi l i ty of encounter ing such a m e m b e r ?
T h e answer to the counterpart ques t ion o c c u r s in computability theory which
exp lo i ts a t h e o r e m to the ef fec t that for sets which a r e r e c u r s i v e l y enumerable
but not recu rs i ve , t h e r e e x i s t s no decis ion procedure fo r m e m b e r s h i p [7O I.
T h e answer to the ques t i on i s that nothing can b e sa id about whether the
d e s i r e d member will be found o r not found in such a sea rch . One i s lead by ,

analogy, the re fo re , to suspect that in the information r e t r i e v a l problem when
performing a sequen t i a l s e a r c h i f a particular i t e m has not y e t been d i s -
covered to e x i s t in the col lect ion, only one of two p o s s i b i l i t i e s remains,
e i t h e r that the i t e m i s not t h e r e o r that i t has simply not yet been shown to
b e in the co l lec t ion even though i t may, in fact, have already been encountered.
One can thiek of pract ica l examples of the situation. Fo r instance, ina f i l e
arranged chronologically what i s the r e l e v a n c e to a s e a r c h prescr ip t ion on
communication devices of an information i t e m published in the 1930's that
r e l a t e s to the preparation of purified germanium? Not until one encounters
t h e so l i d state physical dev ices appearing la te r in such a f i l e can one
e s t a b l i s h that the original i t e m that occur red previously in t h e information
col lec t ion was, in fact, cruc ia l ly re levant . We wish to suggest, t he re fo re ,
that an analogy and perhaps m o r e ex i s t s between the p r o p e r t i e s of recu rs i ve l y .
enumerab le n o n - r e c u r s i v e s e t s in computability theory and information
col lect ions in which the non - ex i s tence of a n s w e r s to search prescr ip t ions can
never be a s s e r t e d with confidence.

The whole matter of relevance r a i s e s a second quest ion where we
s u s p e c t the re may be a potential contribution of computability theory.
I t i s generally recognized in information re t r i eva l that no acceptable opera -
tional definition and certainly not one of any theoret ical usefulness+ e x i s t s
which exp l ica tes the notion of re levance. T h e notion of re levance i s usually
explained in t e r m s of pragmatic matters or s o m e t h s in t e r m s of a semantic
theory. We wish to sugges t a purely syntactic notion of re levance.
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L e t u s consider the ar t i f i c ia l information r e t r i e v a l sys tem
descr ibed in the previous section in which we have eto red a oet
of theorems and in which the search prescr ip t ion i s in the forrqof
a particular theorem which we may presume in this -case &ea not
e x i s t within the system. T h e r e a lso i s to be a se t of r u l e s of
in ference whereby proofs may be constructed. When the customer
furn ishes the search prescr ip t ion to the system, he simultaneouely
supplies the s y s t e m with a s e t of theorems which a r e common to
him and the s y s t e m or , informally, t h e o r e m s which he knows to b e
true.

The problem of re t r ieva l in th i s ar t i f ic ia l s y s t e m i s to de te rm ine
whether t h e r e e x i s t s a theorem stored in the s y s t e m having the prop-
e r t y that along with the t h e o r e m s supplied by the customer, it may be
used a s a part o f a proof of the theorem supplied as the search
prescr ip t ion. I f such a t h e o r e m ex is ts , we suggest that i t i s a re le -
vant t h e o r e m to the proof of the theorem which i s the search
prescr ipt ion. To be slightly m o r e general, we suggest that a formal
object s to red within an information re t r ieva l s y s t e m i s re levant to
a search prescr ip t ion i f t h e r e e x i s t s an in ference f r o m certain
commonly accepted objects common to the cus tomer and the s y s t e m
to the given s e a r c h prescr ip t ion which makes use of the re levant formal
object in the sys tem. I f the re i s no single such object but only a s e t of
such objects, then that se t i s relevant and no single m e m b e r of the set
i s re levant to the s e a r c h prescr ip t ion.

We do not pre tend that t h i s notion o f re levance has a pract ical
in terpreta t ion at the presen t t ime, largely because the re does not
presently e x i s t e i ther an information r e t r i e v a l s y s t e m in which
in ference can b e performed nor even i f such a s y s t e m were to ex is t
would we then have necessar j l y any ability to de te rm ine the information
i t e m s common to the customer and the s y s t e m which could be used to
e s t a b l i s h the relevance of a t e s t i tem. Ouksuggestion he re , then, i s
simply that i f one wants to study th i s question of re levance in the
abstract, one may study the quest ion of whether o r not i tems exhibited
during a search belong to proofs o f other objects which act as search
prescr ip t ions

The las t of the theoret ica l questions we intend to discuss i s
concerned with complexity measures. Be fo re perfoyming a search
through a sequent ia l f i le , and in particular in the case of an infinite
file, it would be des i rab le i f cer ta ina r i o r i measures of the com -
plexity of the quest ion could be o b t a i z e b o r example, i t might be u s e -
fulifone could say that independent of the contents of t h e f i l e , f o r two
particular search presc r ip t i ons , one would necessar i l y involve m o r e
searching t i m e than the other. T h e r e a re e x t r e m e examples of course, .
where t h i s can b e done already. Ina highly formal ized IR system, one
might encounter search prescr ip t ions which turn out to be as formal.8tate -
menta tautologies. F o r such statements, no searching i s necessary.at a l l
of course, and the complexity or m o t associated with such a search waul&
be minimal.
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We ask, however , whether anya priori m e a s u r e s can be
associated with search prescr ipt iony in other than t h e s e tr iv ia l
cases. F o r t h i s quest ion, the re i s a p r e c i s e counterpart which
occurs as a deep r e s u l t in computability theory. The so - ca l led
K l e e n e - M o s t o w s k i hierarchy of arithmetical pred ica tes i s a
hierarchy [ 70 chapter 9 J which rep resen ts a part ia l ordering of
cer ta in fo rmu las which may s e r v e a s a counterpart of s e a r c h
p r e s c r i p t i o n s in an information r e t r i e v a l syste'm. T h e u s e of the
hierarchy t h e o r e m in computatility theory i s as follows: Ce r ta i n
questions put in the form of so - ca l led r e c u r s i v e p red i ca tes can
be answered by a minimal c l a s s of machines, namely the Turing
mirchines. These questions a r e the counterparts of the quest ions
which r e q u i r e no searching in IR systems. Next, by a very simple
formal modification of the questions, actually by the addition of a
single quantifier in front of a quantification schema, a n e w question
i s manufactured. I f there i s no way of eliminating t h i s f o r m d l
change, the quest ion thereby manufactured becomes unanswerable
by the f i r s t c lass of machines, If, by the intervention o f some
oracle, we provide th i s c l a s s of machines with the answer to one
such question, a whole c l a s s of new questions now become -a answer -
able. However , the same modification on these quest ions can
again be accomplished to produce a s t i l l f u r t h e r c lass of questions
which a r e no longer answerable by the modified c l a s s of machines.
An answer may again be externally furnished to a machine f rom such
a c l a s s to provide a new c lass of answerab le ques t ions , and the
process continues.

At the moment, we can only suggest an analogy between the IR
s y s t e m complexi ty question and the corresponding computability
theory resu l t . I f however, we may anticipate the nature o f such a
correspondence that might be establ ished, w e would expect a s e r i e s
of search p r e s c r i p t i o n s to b e c l a s s i f i e d in success i ve l y g r e a t e r
complexity classes according to the same formal p roper t ies that a r e
u s e d in the computabiliiy theory case. The pa.rticular f o r m of
property that i s exploited i s the number o f changes f r o m un iversa l
to ex is ten t ia l quantifiers needed in order to spec i fy the question.
According to t h i s analogy, the t h r e e search presc r ip t i ons l i s t e d
below would be given success ive ly g rea te r complex i ty measu res .
Intuitively, i t willb e seen that the number of sea rches that m u s t
be per fo rmed through a f i l e to find out whether the f i l e has the
property that sat is f ies the search presc r ip t i ons asked increases
success ive ly f r o m the f i r s t to the third of the questions which fol low.
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Quest ion 1.

Does the sentence "Starch i s extracted f r o m potatoes. I' occu r
in the file?

Formal iza. t ion:

j x [x = s t a r c h i s ex t rac ted f r o m potatnea]

Quest ion 2.

Does the sentence "Starch i s extracted f r o m t" , occur in the f i l e -
when t denotes a word which n e v e r occurs in the f i l e in a sentence
of the f o r m I't i s a poison. 'I?

Formalization:

+x v y [x = s ta rch i s ex t rac ted f rom t and
-y = t i s a poison]

Question 3.
Does the sentence "Starch i s u ed f r o m t" occur in the f i l e -
where t denotes a word which n e v e r occu rs in the f i l e in a
sentence o f the fo rm "t i s a poison, I' and w h e r e the u in the
past participle u e d i s an allomorph of the u in some sentence
which occurs in the f i l e "u ion i s a chemica l p rocess " ?

Formalization:

.,Ix v y ]z [x = starch i s u e d f r o m t and

z = u ion i s a chemica l p r o c e s s invelvingt t .1
-y = t i e a poison and

In summary, our t h e s i s i s that a purely fo rma l analysis of
s e a r c h p r e s c r i p t i o n s add ressed to a r e t r i e v a l s y s t e m may enable
a part ial order ing o f these quest ions to be made w i t h r e s p e c t to
some type of complexity measure which will be independent of the
contents of the f i l e to be searched.

We have thus seen that in at l e a s t t h r e e cases c e r t a i n quest ions
that are of a fundamental nature about the behavior of infinite IR
sys tems correspond to questions that e x i s t in computability theory.
I f one i s suff ic ient ly convinced that t h i s correspondence i s a strong
one, a profitable investigation can be made into the computability
theory r e s u l t s f o r the purpose o f applying t h e m to the theore t i ca l
problem in IR and hopefully thereby to obtain t h e a n s w e r s to other -
wise p r e s y s t e m a t i c a l l y stated ques t ions about IR s y s t e m s .



IV . CONCLUSION

In conclusion, we would l i k e to r e i t e r a t e h e r e that we have not
t rea ted the prob lems which we have d i scussed in a formal manner.
I t has not been our purpose to s ta te quest ions which may be i n v e s t i -
gated as mathematical p rob lems . That would be a m o r e ambitious
undertaking than we have at tempted he re . A s a compromise between
such an ambitious undertaking and attempting nothing in the d i rec t ion
of formal iz ing problems in information re t r ieva l , we have o f fe red h e r e
a d iscuss ion of cer ta in p rob lems f o r which the re i s pract ical moti-
vation and we have attempted to show counterparts of these p r o b l e m s
which have already r e c e i v e d attention in the automata theory l i t e r a t u r e .
Our medium has been analogy, our purpose motivation.

Quite ev ident ly the major burden of accomplishing u s e f u l r e s u l t s
i s upon the r e a d e r who fee l s that a plausible case has been made for
the produc t iveness o f certain formal investigations. I f i t w e r e possib le,
we would attempt to give an indication of the re la t i ve degree of
r e f r a c t o r i n e s s o f the many questions r a i s e d in th i s repor t . W i t h the
p r e s e n t state of ou r knowledge, such indications c a n only se rve a s gu ises
for p re jud i ces . The m a t t e r o f re la t i ve degrees of difficulty i s perhaps
a moot point, however, because the re a r e m o s t likely j u s t two approaches
that the se r ious investigator will take to the topics ment ioned in t h i s survey .
H e will e i t h e r approach quest ions which a re m o r e in te res t ing b e f o r e t h o s e
which a r e l e s s so, o r h e willapproach those quest ions whose importance
to the information r e t r i e v a l problem s e e m to him greater . “Which way
i s b e t t e r ? N e i t h e r way i s be t te r . Both ways a r e necessary . It i s a l so
necessary to make a choice between them. ” L/
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