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Adaptive contro l i r usual ly requi red i n
af tuat ions where conditions are w i d e l y
varying and/or onpredictable. Ad8ptive
contro l lers have h e n Amplcwnted using
A r t i f i c i a l Xntel l igence (AI ) techniques.
lSnowledge acquisition, in the classical AI
8pptOaCh, conr i r t r of programming a
knowledge -base encoded i n t h e form o f
ru les , fr'UCs, o r object -oriented d a t a
rt tuctures. However, except f o r t h e most
t r i v i a l o f pmblcms, t h e the and resources
required t o accumulate enough knowledge i s
int ractably high. Co l l ec t i ve Learning
Sy8tems (CLS) i s a paradigm f o r t h e ac-
qu is i t i on and application of knowledge
through learning. In t h e CLS approach,
Co l l ec t i ve Learning Automata acquire
knowledge through a learn ing process
consisting of trial-and-error interact ions
rith the environment. This paper inves -
t i g a t e s how CLS theory may be used t o model
and Implement adaptive control Bystems.
The pole-balancing problem i s posed as the
trrpcrimental BYBt- paradigm.

Researchers i n control aery have b o r n
for aome time the porrr, and possibly the
necessity, o f u s b g adaptive contro l i n
s i tua t ions rhere conditions are w i d e l y
varying and/or general ly unpredictable. In
broad t e r n , an adaptive controller i s one
which adjusts i t s actions i n accordance t o
changing conditions [ll. This paper deals
r i t h the branch of adaptive control theory
calledk a r n h g Controlrhichir .a process
ef Cerc inp the eyrtem t o have a particular
response t o a 8peCi f iC input a i g n a l b y
wpea t ing the input 8ignalr and then
wr rec t i ng the aystsm externally' 121. A
U s t i n c t i o n i s aoottimes m d e in that a
Learning contro l ler bases i t s &cimions on
experience (memory) gained from i n t e r -
actions ritht h e envirorrPsnt.

Control t h e o r i r t r are not the only ones
interested in issues relat ing t o au taa t i c
Control. For instance, mrbert Ueiner rade
contributiam t o control theory and, (18 the

..

founder of Cybernetics, inspired the 8tudy
of A r t i f i c i a l Intell igence ( A I ) . Having
begun w i t h t h e common goal of designing
machines capable of sat isfactory per for -
mance i o ancertain conditions, today,
control t h e o r i s t s 8nd A I researchers have
diverged in to inttrertr rith 8eeningly
disparate goals. Recently, t h e desire for
greater v e r a a t i l i t y h a 8 reunited t h e two
f i e l d s i n an 8ttcappt t o achieve robust
gintclligent' oontrol tkbavior) .
Itnoul*dgc rcqui8itior1, in the c la r s i ca l A I
approach, conr is t r o f programming a
hawledge -base, the content of rhich i s
u r u a l l y encoded i n the form o f ru les ,
fraues, or ob ject-oriented data 8tructurcs
(31. This form of A I has been used f o r a
varlsty of uel l - def ined 8pec i f ic tasks much
ae rad ica l diagnosis, computer mystern
cenfliquration, and exper iment des ign.
Bovcver, except f o r t h e most t r i v i a l of
problems, t h e t i m e and resources required
t o accumulate enough knowledge i s fxces -
8ive ly high.

CollectiveLearning System (CLS) theory i s
a paradigm f o r the acquir i t ion and applica -
t i o n o f knowledge through learning [I].
CLS theory I s derived mainly f r o m work on
Stochastic Automata performtd by Tse t l i n i n
the 1960'8 [SI . Learning i n CLS theory
involves M informal method o f induction i n
vhich the transformation from the current
mtatc t o the next atatc i s determined by
8uccssrive approximation.

A Collective Learning System i s a group of
Automata part icipat ing i n the accomplish -
ment of a 8pec i f ic task (61. Tbc Automata,
whichin CLS terminology ere called Collec -
t5- e Learning Automute (CLA), are intercon -
nected in 8 hetetarchical and h ie ra rch i ca l
fashion. iach l e v e l of the hierarchy
const i tu tes a de-Bition (sub-goal) of

t h e individual CW r e q u i r e knowledge
through a l ~ t o i o gprocess consist ing of
tr ial -md-error i n- t tc t i ons v i th t h e i r
enoirament.

&search on t h e m e of learning wtaasta i n
oontrol applications was very apparent i n

the t.Bk ObMctirt. & GI%+ Q1s approach,
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CLS attempt t o ooaqaer t h i 8 problem by ?igure 1: zhc Cart-Pole Syatem

Ubelv %(t)i o t h e 8 ta te O f the 8YBtC l l r
X ( t + l ) 10 t h e next r t a t e , U ( t ) i r t h e
input, Y ( t ) ir the output, and A( t ) , a f t ) ,
m d C ( t ) arc the controlpar- ter~ .

Equation (1) i s the qepaneral form of a state-
t rami t ion function mare axmonly cncoun-
tered i n Autat&ta Theory [ l o ] . A rtate -
tramitionfunaicrndefiner the next r ta te
of t h e .+emgiven the current r t a t e and
t h e Lnput 8thli. a 8tat t - t ransi t ion
function ha8 the f O l 1 a r i o g form:
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S(t+l) - T(t) * Se t ) i 41

where 8(t) i s t h e current t o t a l 8tate o f
a m , S( t+ l ) Ss t h e next - 8 t C t md

%(t)ir t b e s ta tc t rans i t ion trmrforrn.

gquation (4) can be tecognirmd -a the
v e r a 1 Automuton equation. The 8tate -
t ruui t ion transform i s equivalent t o the
a ta te t rans i t i on function o f equation (3)
i n matrix fosm. Consequently, m y control

describable byequationi 4 ) .
8 y l t g Csn bc repreaeated 8UtmtOA-
The .ra t na jor i ty of research m d develop-
ment in A I has rrphasired the deductive
8cqu i r i t ion o f knowledge Ill]. This
approach involves 8pecifying the 8tate -
t r a n s i t ion t rans fo rm 8nd 8uccessively
applying ituntil the gOal-8tate i s nach -
ed. Programming lmguages 8uch as PROLOG,
ZISP, or expert rystema have been used
k c 8 w e they provide rach8ni8ma f o r 8 p -
bo l ic representation and manipulation.

A b mtated 8bove r it i s gcner8lly very
difficlllt, if not impossible, t o pre -
d e t e d n e t h e correct transform t o apply.
Furthermore, t h e transform cannot be easi ly
modified or checked f o r consistency. l o r
these and other reasons, doubts remain
concerning the usefulness o f t h i s 8pproach
f o r - lex problems and i n part icular f o r
8Utmt iC control.

I n the event that the transform cannot be
determined, induction can b e used t o f ind
it. To do 80, however, both t h e current
a ta te end t h e next r t a t e must be known.
This poses 8 problem since krhowladge of the
next s ta te i s impossible. ?he only re -
course i s t o choose 8 feas ib le transform,
u t i l i z e it,evaluate the quali ty of the
response, and adjust the transform appropri -
ately. A machine ruing t h i s procedure i s
calledm Learning Automaton (LA) 1121. If
t h e etata -Errnuitions axe probabi l ist ic,
t h e La i r called 8 learn- Stochastic
Autoanton (LSA) (131. This l a t t e r type of
8utomaton forma the basis f o r the control -
+er i a r t i g a t e d in th is paper.

The s t a t e t r a n s i t i o n transform carpr ises
the wmory o f an LA. The LA*s memory
eoarinr o f a .et o f 8 t h u l a n t s rhich i s
U s c r e t i r e d in to L1 8 t i r u l us 8t&taB. kch
8timzlur state has .ID associated respondent
mctor each o f which contain8 one or more
tcaponse components. A n example. of an
-A's r a p o q i s 8 h m in PigUte 2. Bach
rcsporwe represents a mtate-transition f o r
which 8 atate - transition probability i s
aasipacd.

Figure 2: An Example of 8n LSA*r Memory

A6 mentioned ebove, an L A acquires k n o w -
ledgethrough a learning prOCars, i l l u s t r a -
ted i n Figure 3, conrirting of t r ia l - Md -
error in teract ion8 r i t h t h e environment .
The environment 8ubrita an i n i t i a l
mtirrrlw t o the LA. Bared on t h e a t i m l u s
and the W ' a memory the W 8a l8C t8 a
response and iarueait ko the environment.

?igure 3: &LA*.Learning Process

The anviroxtment rt8lu8te8 t h e response
rith respect t o the effectiveness of the re-
8ponse in 8chieving t h e L A ' S ob jec t i ve .
The L A can corp8n8ata t h e evaluat ion
based on an inherent or learned knowledge
of t h e mquality m of t h e 8ppra isa l . The
envirortPent i s conridered t o be consistent,
i n f a l l i b l e , and truthful which i n learning
S p t t m a theory i s said t o be r ta t ionary ,
determinist ic, and cor rec t . Last ly , the
learning automaton rpd. ter i t s r a r o r y
result ing in t h e acquisi t ion of knowledge.
In time, t h e L A will consistently cor re la te
t h e most appropriate response for a g i v a
8tirrmlas and thus drronstrate learning.

-.

ff t h e LA i s given an emloation fo r e8ch
response, t h e process d t s c r i h d rbove i 6
nothing -re than -a exhaustive rearch Of
the atate-apaceuntil the correc t response
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?or thi~arperiunt,
fp the evaluation.

m t e procedure rued in
Y(s modi fy t h e 8tate -

U t i c s i r the fol loving:

1.

2.

3.

P i = P I f P-



Figure 5: Percentage of runs las t i ng

mcept f o r a m a l l per turbat ion i n t h e
learning a t around 15,000 runs, the leve l
o f learning (as measured by the number o f
8ucccssful r u n s ) can be obaerved t o be
gradually m d SttadiLy increasing Wough -
out t h e learning wr iod. The CW was
continuing t o learn even at the end o f the
h a r n i n g period even though the rate o f
learning had decreased noticeably. The
prograra o f a a ' s learning i s a function
of t h e s i t e o f t h e CLA's memory r t h e
en~i ronmtnt~~evaluation pol icy, tho U A ' s
8clcction, CQPpUlsatiOn r 8nd update func -
t ions, t he tr*ponsc col lect ion length, and
t h e syatcm'o .bynrric characteristics.

at least 19 8ecmds.
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Figure 6: Pcrforrvacc of t h e CLA (a)
a f t e r 14,000, (b) a f te r
SOrOM) npsu



The evaluation policy uaa purporefully
deflned in t e r n of ID objec t iPa function
i n order t o be r b l e t o gener&Lire t h e

k t w a a t h e desired end aetuai ctrt posi -
t ion. t l o t i ce that the&. tVc -1s are
cuzitndictory; the C U rro-uldh- t o learn
t o r e l a x t h e mn~traiat8 i n order t o
o a t i r f y the &jeer&#.

Further ' areal) df inrnrtlgrtion include
rsthods of rest ing t u pspformnce
giwn more t a a l l r t i e mn Eoaditionu.
ft &r i rp rac t i ce l tlut muuors
are f r e e of ersar& et WE, data
roquiai t ion i r iartan
mey not even ac
proceaa under control (tbc ident i f icat ion

or worseI prowida trton*cma
on. Gimilarly, l COll+roller'n &e-

-La. The CLA rould h o e t o receive
fmedbatk describing the leve l af Latee
k i n g effected. k s t l y r the controlled
m t e m ' a dynamics 8re t loual ly aonlinear
r r r u l t l n g i n a more difficult control
pmblem.
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