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ABSTRACT: A major f a c i l i t y f o r manufacturing research ex is ts a t
t h e Nat iona l Bureau o f Standards (NBS), the Automated Manufac -
turing Research F a c i l i t y (AMRF). The AMRF has been designed as a
"data driven " con t ro l system. This permi ts it t o handle a broad
range o f p a r t s f o r automated manufacturing but requ i res an
e f f e c t i v e i n t e r f a c e between the data generated i n a manufacturing
system and t h e con t ro l modules t h a t use t h e data. Data resources
are physically d is t r ibuted across a network o f heterogeneous
hardware and software systems acquired f r o m numerous vendors. To
meet these requirements a distr ibuted data system, t h e In teg ra ted
Manufacturing Data Admin is t ra t ion System (IMDAS), has been
developed.

IMDAS i s character ized by 1) a common i n t e r f a c e t o user
programs, 2 ) a common in te r f ace t o underlying databases, and 3 ) a
h ie ra rch ica l archi tecture, providing both c e n t r a l i z e d and
distr ibuted services. It i s designed t o prov ide the con t ro l
systems o f t he AMRF access t o the data necessary t o support the
design, planning, manufacturing, and inspect ion o f par ts .
Research has focused on the i d e n t i f i c a t i o n and modeling o f
f a c t o r y da ta and re la t ionsh ips . Con t ro l processes specify
requests f o r data serv ices i n a common data manipulation
language.

KEY WORDS: distributed, data adminis t rat ion, automated
manufacturing, CIM, IMDAS, AMRF.



future components o f small - batch manufacturing systems,
Another i s t o provide a l a b o r a t o r y f o r t he development o f
f ac to r y - f l oo r metrology i n an automated environment, develop -
ing new ways o f making prec ise ly machined parts. Commer-
c i a l l y a v a i l a b l e products are used i n the f a c i l i t y wherever
possible, i n order t o expedite t r a n s f e r o f research r e s u l t s
i n t o the p r i v a t e sector.

To provide a r e a l testbed f o r i n t e r f ace standards, t h e
AMRF i s in ten t iona l ly composed of manufacturing and computing
equipment f r o m many vendors, thereby making i t s construct ion
a major i n t e g r a t i o n e f f o r t [ 1 ] [ 2 ] . Shop f l o o r equipment
types include Computer Numerical Con t ro l (CNC) machines, a
coordinate measuring machine, robots, a v is ion system, r o b o t
car ts , automated storage f r e t r i e v a l systems, cleaning and
deburring devices, and p a r t f ixtur ing and robot gripper
systems. The conf igura t ion i s st ructured around severa l
se l f - conta ined workstat ions, each capable o f executing a
wel l - def ined s e t o f manufacturing functions. Each work -
s t a t i o n i s able t o operate e i t h e r as an independent manufac -
turing unit under c o n t r o l o f a l o c a l operator , o r as an
element o f a mul t i - works ta t ion manufacturing system under
con t ro l o f a higher - level process. A typ ica l machining
workstat ion consists o f a CNC machine too l , a robot, a
m a t e r i a l s t r ans fe r s ta t ion , and l o c a l buffer areas f o r t o o l s
and workpieces.

The intel l igence structure o f each workstat ion includes
the Robot con t ro l system, the Machine Too l c o n t r o l system,
sophist icated sensor systems and a Workstat ion c o n t r o l system
t o coordinate the a c t i v i t i e s . Above t h e workstat ion l e v e l ,
batch manufacturing coordinators, o r Cel ls , and a f l o o r
manager, o r Shop c o n t r o l l e r , provide higher l eve l s o f
c o n t r o l . The highest l e v e l o f cont ro l , the F a c i l i t y
c o n t r o l l e r , implements t h e " f r o n t o f f i c e t t funct ions t h a t a re
t yp i ca l l y found i n smal l manufacturing f a c i l i t i e s . A l l o f
these con t ro l and sensory processes are software systems,
which res ide on interconnected computer systems, making t h e
AMRF a distr ibuted computing network [ 3 ] . Many d i f f e r e n t
computer languages and types o f computer systems make up the
computing environment o f the AMRF. I n addi t ion t o the shop
f l o o r a c t i v i t i e s , manufacturing da ta preparat ion a c t i v i t i e s ,
including par t design, geometry modeling, group technology
c lass i f i ca t i on , process planning, and o f f l i n e con t ro l
programming, a re performed on lfengineeringl 1 computer systems
linked i n t o the fac tory f l o o r network. These types o f data
together form the g loba l shared database o f t h e manufacturing
f a c i l i t y (Figure 1).

I n the AMRF, as w e l l as i n most automated fac to r i es ,
data resources a r e physical ly distr ibuted across a network o f
heterogeneous hardware and sof tware systems acquired f rom
numerous vendors. Such a distr ibuted system requ i res a
method of t ransfer r ing in fo rmat ion which i s fas t , accurate,
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r e l i a b l e , w i t h consis tent representat ion, and independent of
the ac tua l physical l o c a t i o n o f t h e machines,

o f memory on var ious computers t o which a l l o f t he machines
i n a p a r t i c u l a r group have access through t h e network
communications system, subject t o s t r i c t r u l e s o f p ro toco l .
Con t ro l processes can leave *Imessages tt f o r each other and
stop t o read t h e i r own I tmai l t1 a t opportune t imes w i t h o u t
interrupting each other .

o f t h e d i s t r i bu ted data system, uses an App l i tek l broadband
token bus and a combination o f o lde r computer communications
pro toco ls , including RS232 and Etherne t systems. Work i s
underway t o upgrade t h e AMRF network t o one based on t h e
pr inc ip les o f the Manufacturing Automation P r o t o c o l (MAP)
network proposed by General Motors and others.

i n t e g r a t i o n o f diverse systems i n t o an automated production
complex c lose ly coupled t o the engineering and admin i s t ra t i ve
systems t h a t support and dr ive it. Rarely does the same kind
o f computer system perform engineering support, r ea l - t ime
con t ro l and adminis t rat ive appl icat ions. These component
systems range i n data management c a p a b i l i t i e s from simple
shared memory managers t o specia l purpose software which
opt im ize data access f o r a p a r t i c u l a r function t o general
purpose database management systems with a full range o f
supporting too ls . The so f tware system which in teg ra tes t h e
diverse and distr ibuted data resources o f the fac to ry
environment must mask the d i f fe rences inherent t o these
condit ions. The c r i t i c a l element i n such a complex i s t h e
a b i l i t y o f a l l t he associated programs and users t o share
data. To quote: I tData - - i ts generation, processing, storage
and use in the implementation and con t ro l o f the manufac -
turing enterpr ise - - is the essence o f CIM, t h e NBS AMRF, and
t h e fu l ly automated f a c t o r y o f the future. tt [ 4 ]

The AMRF uses the concept o f computer tlmailboxes, ll areas

Cur ren t l y , t h e AMRF communications network, t h e backbone

Computer i n teg ra ted manufacturing (CIM) r e f e r s t o t h e

DATA I N A DISTRIBUTED ENVIRONMENT

A signi f icant p a r t o f t he AMRF dis t r ibuted data system
research has focused on the i d e n t i f i c a t i o n and modeling o f
fac to ry data and re la t ionsh ips . A c r i t i c a l s tep i n
accomplishing i n t e g r a t i o n i n an environment o f d iverse
appl icat ions i s the def in i t ion o f a common l o g i c a l model o f
t h e shared in fo rma t ion and meanings. I n t h e C I M environment,
a lmost a l l data i s s i gn i f i can t t o more than one app l ica t ion ,
but t h e way i n which it i s bes t organ ized f o r each appl ica -
t i o n area may be d i f f e r e n t . For example, Production wants t o
keep t r a c k o f component i nven to r i es by PART-TYPE and LOCATION
w h i l e Purchasing wants t o organize t h e components by
SUPPLIER, SHIPMENT and ORDER and Accounting wants t o t r a c k
them by PART-TYPE, INVOICE and PRODUCT. Na tu ra l l y , having
been organized f o r d i f f e r e n t appl icat ions they have d i f f e r e n t
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schemas and o f t e n use e n t i r e l y d i f f e r e n t database management
systems. Because the re are i n t e r a c t i o n s o f t h e data, it
becomes necessary t o i n t e g r a t e databases. Th is almost always
requ i res an ex te rna l mechanism t o keep them consistent, t o
de f i ne in te r - re la t i onsh ips and t o descr ibe t h e i r i n t e r a c t i o n .

C o n t r o l l e r s r e t r i e v e and modify through views o f data
structured t o meet t h e needs o f t h e p a r t i c u l a r appl icat ion.
These l o g i c a l views are r e l a t i o n s whose ob jec ts and
a t t r i b u t e s may o r may not co inc ide d i r e c t l y with t h e f i e l d s
o f a physical record. A distr ibuted arch i tec tu re demands
t h a t a data dict ionary and d i rec to ry system e x i s t a t each
communications node t o index and def ine the data sets t h a t
res ide a t t h a t node. Data include the t r a n s l a t i o n o f l o g i c a l
names associated with data structures and elements and the
d e f i n i t i o n o f a c t u a l schemas o r physical s t ruc tu res i n terms
o f t h e l o c a l data management system. The in fo rma t i on i n t h e
d ic t ionary and d i rec to ry system i s act ive, i n t h a t data se ts
a re created and de le ted wh i l e t h e t e s t bed i s operat ing. I n
addition, a common conceptual model o f t h e e n t i r e database
complex must be maintained a t some genera l l y a v a i l a b l e
l o c a t i o n . This c e n t r a l model contains in format ion on t h e
dis t r ibut ion and the l o g i c a l st ructure o f t h e data sets, as
w e l l as the re la t ionsh ips between records i n the data sets
t h a t span mult iple nodes o r are r e p l i c a t e d a t them.

The researchers within t h e AMRF,have used exist ing data
modeling methodologies f o r discovery, concept format ion, and
va l i da t i on o f in fo rmat ion shared by the shop f l o o r and data
prepara t ion a c t i v i t i e s . Individual components o f t h e AMRF
are modeled and then merged t o develop an in teg ra ted da ta
model. The techniques used, Information Analysis 151 and
I D E F l X [ 6 ] , emphasize the discovery o f t h e meaning and
re la t ionsh ips between information units, i n addition t o
recording representat ion forms and deriving convenient
storage structures.

support these modeling a c t i v i t i e s . Analysts use these
products t o descr ibe discovered re la t ionsh ips and const ra in ts
i n English sentences, such as: Ita storage - device has one o r
more storage areas associated with ittq,Ira storage -device i s
uniquely identif ied by an equipment - id and unit- id", and "a
t o o l i s a type o f reusable resource - item ft. Then t h e c o n t r o l
system engineers va l i da te and r e f i n e the evolving i n t e g r a t e d
data model by deciding whether they agree o r disagree with
these statements.

SAM*, a semantic data model [ 7 ] [ 8 ] . Th is approach was
accepted over others because of t h e model's expressive power
t o represent a r b i t r a r i l y complex ob jec ts and constraints.
Th is model i s t he h e a r t o f the AMRF dic t ionary system which
makes use of t h e ava i l ab le semantics t o c o n t r o l t h e
d i s t r i b u t i o n of the data and i t s complex i n t e r r e l a t i onsh ips
and constra ints .

Commercially ava i l ab le sof tware t o o l s have been used t o

The i n t e g r a t i o n data model being used i n t h e AMRF i s
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MANAGING DATA I N A DISTRIBUTED ENVIRONMENT

A s a " data driven " c o n t r o l system, the AMRF i s capable
o f handling a broad range o f p a r t s f o r automated manufactur -
ing. But an e f f e c t i v e i n t e r f a c e i s r e q u i r e d between the da ta
generated i n a manufacturing system and t h e c o n t r o l modules
t h a t use the data. Cont ro l processes and f a c t o r y personnel
must be ab le t o specify requests f o r data serv ices i n an
environmental ly n e u t r a l form, a common data manipu lat ion
language (DML). The in teg ra ted data serv ice prov ider must
t r a n s l a t e requests i n t h i s language in to commands t h a t can
execute a t t h e s i t e o r s i t e s which manage t h e data resources.
I n addit ion, individual data uni ts may have t o be t r a n s l a t e d
t o reso lve t h e representa t ion d i f f e rences across hardware
boundaries. The in teg ra ted da ta serv ices system may be
requ i red t o assemble r e s u l t s f rom severa l s i t e s and t o
per form user spec i f i ed fo rmat t ing o f r e s u l t a n t data.
F ina l l y , a problem which i s c h a r a c t e r i s t i c o f , but not unique
to , t he manufacturing f l o o r i s r e a l - t i m e access t o data.

S o we see t h a t a manufacturing f a c i l i t y comprises a
l a r g e number o f d i ss im i l a r computer systems, data systems and
databases. The need f o r sharing data among these systems
r e s u l t s i n overlapping databases with representa t iona l
inconsistencies. We have argued t h a t we need t o bui ld a
Ifcommon data system vt t o solve the in teg ra t i on problem. Th is
system would make knowledge about shared data resources
a v a i l a b l e f o r a l l appl icat ions t o use. I n addit ion, we
asser t t h a t such a system must support r e a l - t i m e use. How
does one go about constructing such a system? The simplest
approach t o development o f a common data system i s t h e
c e n t r a l i z e d system: a s ing le common database on a c e n t r a l
computer system w i t h communication paths t o a l l c l i e n t
systems. The inheren t s imp l i c i t y o f t h i s arch i tec tu re ,
p a r t i c u l a r l y with regard t o management and maintenance, makes
it highly des i rab le if it can be made p rac t i ca l . With
current computer technology, it i s poss ib le t o create a
c e n t r a l system w i t h s u f f i c i e n t redundancy t h a t a t o t a l
f a i l u r e i s extremely unlikely. However, t he a b i l i t y o f such
a system t o handle a l l o f t he database t ransact ions f o r t h e
whole manufacturing en te rp r i se w i t h o u t bot t lenecks o r
unacceptable delays i s very quest ionable. I n a l l but t h e
smal les t organizat ions, performance and cos t cons iderat ions
will d i c t a t e some d is t r ibu t ion o f function and data .

Another poss i b i l i t y i s maintaining dis t r ibuted over -
lapping databases with conversion o f data between them. T h i s
i s v i a b l e if t h e number of databases i s sma l l and the i n t e r -
ac t ions between them are c a r e f u l l y t imed and cont ro l led . The
number of conversion programs will grow p r o p o r t i o n a l l y t o t h e
square of t he number of databases. Any two databases must be
i d l e f o r a c e r t a i n per iod of t i m e in order f o r i n fo rma t i on t o
be t rans fe r red between them. Moreover, such databases will
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normal ly be incons is ten t and be brought i n t o alignment only
a t t h e t imes o f t r a n s f e r between them.

f r o m mult ip le databases can be overwhelming. It avoids t h e
consistency problems inherent i n t h e database conversion
approach, but it i s simply imprac t i ca l i n an environment of
numerous systems and regu la r changes.

By using a common i n t e r f a c e between programs and
databases, t h i s complexity can be avoided. Each new program
has only one i n t e r f a c e t o a l l data. A change t o t h e arch i -
t e c t u r e o f one database requ i res mod i f i ca t i on o f only i t s
i n t e r f a c e t o t h e common service, not t o any o f the appl ica -
t ions . It i s our b e l i e f t h a t most en te rp r i ses will b e n e f i t
f r o m a system o f d is t r ibuted databases with common i n t e r -
faces. This will enable i n t e g r a t i o n o f new and ex is t ing da ta
systems and r e l i e v e programs and programmers o f network,
access and conversion problems.

i n t e r f a c e f r o m a s ing le server with in te r faces t o each o f t h e
distr ibuted databases, o r t o d is t r ibu te the common i n t e r f a c e
serv ice over severa l systems w i t h i n te r faces t o each other .
Again, t he cen t ra l l y con t ro l l ed system i s simpler and
cur -rently feas ib le, but i t s a b i l i t y t o handle a l l o f the
transact ions, even when it can dist r ibute the actua l da ta
manipulations, must be i n doubt. It also acts as a single
point o f f a i l u r e . O n t h e other hand, the pro toco l problems
t h a t r e s u l t f rom trying t o do distr ibuted data management by
committee has been the subject o f much academic discourse and
few, if any, sound solutions.

The a l t e r n a t i v e o f modifying programs t o access da ta

The remaining choice i s whether t o provide the common

INTEGRATED MANUFACTURING DATA ADMINISTRATION SYSTEM

O u r approach t o providing a common in te r f ace t o
distr ibuted data i s the Integrated Manufacturing Data
Admin is t ra t ion System ( I M D A S ) [ 9 ] . IMDAS i s character ized by
1) a common in te r f ace t o user programs, 2 ) a common i n t e r f a c e
t o underlying databases, and 3 ) a h i e r a r c h i c a l a rch i tec tu re ,
providing both c e n t r a l i z e d and distr ibuted services.

using a standard language, re fe renc ing data names f rom a
common dict ionary. The IMDAS Data Manipu lat ion Language
(DML) was c lose ly modeled a f t e r A N S I standard SQL [ l o ] .
Extensions t o SQL were made t o a l l o w the p r o j e c t i o n and
s e l e c t i o n o f elements i n complex ob jec ts . The DML a l s o
a l l ows programs t o speci fy f i l e s o r memory b u f f e r s as t h e
sources and dest ina t ions o f data.

O n t h e o t h e r side, IMDAS has a common i n t e r f a c e t o
underlying data repos i to r i es , such as commercial database
systems. Th i s min imizes the work needed t o incorporate new
databases i n t o the common data system wh i le a l lowing ex i s t i ng
systems t o continue operat ing wi thou t change.

Appl icat ion, o r cont ro l , programs communicate w i t h IMDAS
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This se t of common in te r faces a f fo rds users (AMFtF
con t ro l processes) a gene ra l i zed v iew o f data access. They
see da ta manipulat ion as operations on in fo rma t ion units, no t
databases, and are n o t concerned with what system o r machine
has t h e data. The resu l t i s conceptual ly simple. The user
sees a s ing le common database managed by the IMDAS (Figure
2 ) l

EpiiqDML Operations

Data in Report Format

fl

Flgure 2. IMDAS Concept

The i n t e r n a l arch i tec ture o f IMDAS i s a 4- level h i e r a r -
chy (Figure 3 ) . The leve l s are distinguished pr imar i ly by
scope of responsib i l i ty f o r data management. The higher t h e
l e v e l , the more data i s administered. A t t h e bottom l e v e l o f
the IMDAS are the da ta repos i to r i es , some o f which are
commercial DataBase Management Systems (DBMSs). A lso includ -
ed are other repos i t o r i es o f sharable information, such as
f i l e systems, common memory, and l o c a l l y developed, applica -
t i o n spec i f ic , data managers.
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Inter-DDAS Query Management
Global Data Distribution Dictionary

User Program Interface
BDAS Integration
Data Distribution Dictionary
Query Decomposition and Scheduling

Data Repository Interface

Database Management Systems
File Systems
Common Memory

Master
Data Services

Distributed
Data Services

Basic
Data Services

Data
Repositories

Figure 3. The IMDAS Hierarchy

BDAS - Basic Data Admin is t ra t ion System

The Basic Data Adminis t rat ion System (BDAS) res ides on
each computer system i n the AMRF. Each BDAS in tegra tes i t s
l o c a l da ta repos i t o r i es i n t o the IMDAS, and with i t s asso-
c ia ted DBMSs, executes a l l manipulations on t h a t data. The
BDAS must convert t he IMDAS i n t e r n a l form o f a t ransact ion t o
t h a t accepted by t h e DBMS which has t o execute it,pass it t o
the DBMS and i n t e r p r e t the status which comes back.

The BDAS must a lso convert any data involved between t h e
DBMS dependent form and the IMDAS interchange form. Because
c a p a b i l i t i e s and access techniques d i f f e r dramat ica l l y f rom
DBMS t o DBMS, and can be further complicated by l o c a l
operating system conventions, the i n t e r f a c e t o a pa r t i cu la r
DBMS i s encapsulated i n a separate process ca l l ed the Command
Translator /Data T r a n s l a t o r (CT/DT) f o r t h a t DBMS (Figure 4 ) .
I n addit ion, t h e BDAS must access l o c a l user data areas and
convert between the dec lared user representat ion and t h e
IMDAS interchange form.
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The BDAS receives commands f r o m and re turns s t a t u s t o
t h e DDAS which supervises it,but it a l s o deals w i t h o ther
BDASs as network peers f o r the purpose o f delivering data.
I n t h i s way, data moves d i r e c t l y between the user and the
data r e p o s i t o r i e s r a t h e r than fo l l ow ing the IMDAS hierarchy.
Th i s fea tu re i s mandatory f o r achieving the performance
requ i red i n a rea l - t ime environment.

DDAS - Dis t r ibu ted Data Admi& str a t i o n System

A t the D i s t r i bu ted Data Admin is t ra t ion System (DDAS),
t h e c o l l e c t i o n o f data r e p o s i t o r i e s managed by a group o f
BDASs i s l o g i c a l l y in teg ra ted i n t o a segment o f t h e g l o b a l
database, using a dict ionary describing t h e d i s t r i bu t i on o f
the data. The DDAS becomes t h e data manager f o r t h a t segment
and supervises a l l manipulat ions on it. I n addit ion, each
DDAS provides the IMDAS i n t e r f a c e t o some s e t o f the user
programs, as a DDAS i s ava i l ab le on each computer system t h a t
i s capable o f supporting i t s a c t i v i t i e s .

User programs issue transact ions t o t h e IMDAS, represen -
t e d by t h e DDAS, which accepts them, oversees t h e i r execut ion
and returns sta tus t o the user. User transact ions are s ta ted
i n the DML, These t ransac t ions a re converted i n t o an IMDAS
standard i n t e r n a l form and then modi f ied t o r e f l e c t t h e
d i f f e rences between t h e user 's ex te rna l view and t h e IMDAS
global conceptual view.

operat ions on elements o f the g loba l database which a re
managed by individual DBMSs. In order t o do this, it
consults a d ic t ionary t h a t describes how data i s d is t r ibuted
over t h e in teg ra ted databases. The r e s u l t i s a s e t o f tasks
t o be executed by spec i f i c DBMSs. If any o f t h e data i s
outside the segment managed by t h i s DDAS, t h e whole
t ransac t i on i s sent t o the Master Data Admin is t ra t ion System
(MDAS) .

The DDAS attempts t o map t h e t ransac t ion i n t o a s e t o f

MDAS - Master Data Adminis t rat ion System

I n order t o i n t eg ra te segments managed by separate DDASs
and t o execute user transact ions t h a t r e q u i r e t h i s l e v e l o f
in tegra t ion , a single system i s designated the Master Data
Adminis t rat ion System (MDAS). The MDAS i s an op t iona l
component o f the IMDAS which i s made necessary by having more
than one DDAS. So, from our point o f view, t h e issue o f
c e n t r a l i z e d versus distr ibuted c o n t r o l o f the d is t r ibuted
databases does not have t o be resolved a t the outset. I f a
s ing le system can manage a l l data a c t i v i t y i n an enterpr ise,
one i n s t a l l s t h e so le DDAS the re and makes i t s c o n t r o l l e d
segment t h e whole g l o b a l database. Bu t when more than one
DDAS becomes necessary (as we expect must inev i tab ly occur),
r a t h e r than try ing t o solve t h e crossover problems by
committee, we appoint a Master DAS. The MDAS supervises, i n
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