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ABSTRACT
An image is ideally a projection of the 3-D scene. How-

ever, the imaging process is always imperfect and con-
strained by the physical environment. This paper is con-
cerned with image sequences acquired in such situations,
the so-called transparency, for example, viewing through a
window with reflections. When such situation occurs, the
image sequence contains undesirable transparent motion,
for example, of the window reflections. This complicates the
already difficult motion estimation problem. We present an
algorithm to segment transparent motion based on a spatio-
temporal filtering technique—3-D Hermite polynomial dif-
ferentiation filters. With motion segmentation accom-
plished, we can then focus on the scene analysis. The imple-
mentation of our algorithm is fast and accurate.

1. INTRODUCTION

Transparent motion refers to two superimposed intensity
patterns with different motions present in a single image.
The resulting image can be hypothesized to be either the ad-
dition or multiplication of the two moving patterns depend-
ing on the type of transparency. Specular and diaphanous
transparencies are additive; film and shadow transparencies
are multiplicative [1] .

Fig 1.1-Fig 1.3 give an example of specular transparent
motion. Since the moon is rotating, the surface is translating
(to the right in Fig 1.3). The moon also revolves around the
earth causing the specular reflection of the sun to translate
(to the upper left) at the same time.

An image with transparent motion is formulated as fol-
lows:

, (1)

where can be addition or multiplication, and
, , (2)

using the translational motion model.
It can easily be seen that any single motion estimation al-

gorithm would fail to compute either one of the motions un-
less there is one dominant texture. Transparent motion seg-

mentation needs to be performed before an analysis of in
vidual motion is possible. Although it may seem that th
transparent motion scenario rarely occurs, it is actually ve
common in the real world. The specular reflection depicte
in Fig 1.2 is a good example. Also common is the dirty len
scenario where the dirt pattern on the lens is motionless
contaminates the intensity pattern of the scene.

Transparent motion segmentation is difficult to solve
However, it is encouraging to note that when humans vie
images with transparent motion, they have no problem se
menting different motions.

There are three steps involved in transparent motion s
mentation:

1) Determining whether multiple motions exist.
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Fig 1.1 Diffuse reflection Fig 1.2 Specular reflection
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Fig 1.3 Sequential display of image frames
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2) Extracting transparent motions.
3) Segmenting transparent motions.

Unlike most previous studies which are primarily fo-
cused on 2) and sometimes on 1), this paper address all three
steps.

2. PREVIOUS WORK

In this paper, we expand the multiple motion model pro-
posed by Shizawa and Maze[2] [3] . Their basic idea is to
apply consecutive linear operators, which are equivalent to
single motion constraint equations. For two motions, the
model is formulated as:

(3)

where  and is the inner product.

With this model, Langley, et al. [4] used a phase-based
method to extract multiple motion.

Our expansion of the model is based on the gradient con-
stancy assumption, which is true when brightness constancy
is true. It is formulated as

(4)

where .

With different combinations of and , we get multiple
motion constraint equations to solve the problem.

We adopt the conventional gradient-based method in-
stead of using frequency information because our previous
work [5] [6] has shown that spatio-temporal filtering based
on 3-D Hermite polynomial differentiation filters is excel-
lent in estimating image gradients.

The orthogonality and Gaussian properties of the filters
insure numerical stability up to very high order. Numerous
physiological models support the theory that visual recep-
tive fields are modeled by Gaussian derivative masks of
various widths. Also, the separability of the filters in three
dimensions offers a tremendous speed advantage over the
frequency domain filters of Langley, et al. and Shizawa &
Mase.

Bergen et al. [7] proposed an iterative scheme and image
registration to minimize their multiple motions estimation
error. Darrell and Pentland [8] used robust estimation tech-
niques and a layered representation of the images to seg-
ment multiple flows. Although these algorithms are better at
handling occluding boundaries, their iterative nature does
not guarantee convergence to the global minimum and their
computational cost is very high.

3. THE ALGORITHM

To facilitate the accurate estimation of image gradients
in the framework of the expanded transparent motion model

depicted in (4), an accurate and stable image differentiat
filtering scheme is needed. The set of orthogonal 3-D He
mite polynomial filters is excellent for this task.

3.1 Hermite polynomials

Thenth Hermite polynomial  is a solution of

. (5)

The  are derived by Rodrigues’ formula [9]

. (6)

By substituting (with variance ) for in (6),
we generalize to Hermite polynomials with respect to th
Gaussian function. Let these Hermite polynomials be d

noted by . Then

. (7)

The scalar product of two functions and the L2-norm of
a function withG(x) as a weight function are defined as

 and . (8)

The orthogonality of { } can be expressed in the

following way[9] :

. (9)

The 3-D case of Hermite polynomials is especially sim
ple because they are separable:

(10)

The estimate of image gradients using 3-D Hermite pol

nomials is , where is the order of

differentiation in the direction, respectively. The
computation of amounts to three 1-D convolutions du

to the filters’ separability, so the implementation is effi
cient. Later in this section, we use a more conventional n
tation for image gradients. For example, is expressed

.

3.2 Determining Multiple Motions

First, to determine whether multiple motions exist, w
adapt the idea proposed by Yamamoto [10] . We first try
model the image sequence with a single motion model (
fer to [6] [5] for details) and use the linear squared error (r
sidual) as an indicator of multiple motion:

 and , (11)

where is the matrix composed of spatial gradients of mu
tiple orders computed by Hermite polynomial differentia
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tion filters and  is the corresponding temporal gradients.
Once it is determined that multiple motion exists at a

point, we extract and segment the multiple motions as fol-
lows.

3.3 Extracting Transparent Motions

If the transparency is multiplicative, we simply take the
logarithm of the image intensity and follow the same proce-
dure as with additive transparencies.

From equation (4), we derive enough equations to solve
for the unknowns ( in (13)). The unknowns are nonlinear
functions of and . But we solve the linear

system for the unknowns first and use the relations ( in
(13)) to solve for the flow. For double transparent motion,
we have

 where (12)

,  and

. (13)

Once the value of is computed from the least square
system, and can be easily computed and

properly aligned according to [2] .

3.4 Segmenting Transparent Motions

Now that every image point has two flow vectors, we
need to separate them into two coherent flow fields. For
this, we assume that the foreground flow is constant. Thus
we compute a 2-D image flow histogram and find a peak in
the histogram, which corresponds to the constant motion.
Then at every point, the flow closer to this peak is assigned
to the foreground motion, while the other flow is assigned
to the background motion. This assumption is often true
when the foreground motion is induced by window reflec-
tions or a dirt patterns on the lens.

4. EXPERIMENTS

We have tested our algorithm on a synthesized image se-
quence (Fig. 1) and on a real image sequence (Fig. 4). The
3-D window size used in both instances is 25x25x17.

In Fig. 2, we show the true and computed flow for th
moon surface and the specular reflection. As can be se
the computed background motion corresponding to t
moon surface is very accurate. The computed specular m
tion is less accurate because the specular component
significantly less texture. This is the general aperture pro
lem present in motion algorithms. In the extreme case whe
one moving pattern has no texture, only the other moti
can be detected.

We then separate the two intensity patterns by the fo
lowing technique. In Fig 3.1, we warp the first frame with
flows from the flow field associated with specular reflectio
motion and then subtract the second frame, resulting in
cancellation of specular reflection pattern. The output is t
temporal difference of the moon surface pattern. Fig 3.2
derived conversely.

The real image sequence used in our experiments
shown in Fig 4. In this sequence, the scene is composed

b

x

u1 v1,( ) u2 v2,( )

x
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Fig 2.1 True moon surface flow Fig 2.2 True specular flow

Fig 2.3 Computed moon
surface flow

Fig 2.4 Computed specu-
lar flow

Fig 3.1 Temporal difference
of the moon surface pattern

Fig 3.2 Temporal difference of
the specular reflection pattern
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a picture in a frame which reflects the ceiling light. Note
that the picture is moving toward the upper right corner and
the reflection is moving upward.

From the results in Fig 5.1, we see that the motion of the
picture is extracted accurately in most areas. However, the
motion of the light reflection is noisy because of the lack of
texture in this pattern. Nonetheless, a close inspection of the
flow field in Fig 5.2 reveals that it is indeed moving up-
ward. It should be noted that the object motion, rather than
the reflection motion, is usually the desirable information to
extract and the accuracy associated with the former is more
important

Our transparent motion segmentation algorithm was im-
plemented on a Sun Hyper Sparc 10 Themis board. For the
window size specified above, it ran on a 150x150 image se-
quence in less than 1 minute. The code is available through
our ftp site at giskard.cme.nist.gov, in directory ftp/pub/mo-
tion/transparent.

5. CONCLUSION

Transparent motion segmentation has received relatively
little attention due to its numerical cost. The same reason
appears to have led recent approaches away from gradient-
based methods. In this paper, however, we show a gradient-
based method for transparent motion segmentation which is
facilitated by a spatio-temporal filtering technique based on
3-D Hermite polynomials. We achieve a fast and accurate
algorithm. This work offers a comprehensive solution to
transparent motion segmentation by addressing all three is-
sues involved in transparent motion segmentation: deter-

mining the existence of multiple motions, extracting tran
parent motions and segmenting transparent motions. In
future, a more sophisticated assumptions about the mot
will be developed to adapt the algorithm to the general ca
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Fig 4.Sequential display of real images

Fig 5.1 Computed picture
flow

Fig 5.2 Computed reflection
flow
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