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ABSTRACT

Visual servoing is a mode of navigation in which the motion of
a robot vehicle is controlled through servoing on visual cues,
Many visual servoing behaviors can be achieved using direct
2-D imlg;mcues. without requiring 3-D information recon-
structed the imagery, Usually, only & few relevant image
cues need o be extracted for each behavior. We present three
case studies 1o demonstrate these idess: road followi , landing
on & surface, and visual looming for obstacle avoi and
object approach. For each of these, we show which 2-D infor-
mation can be used directly to control the robot’s motion.

1. INTRODUCTION

An important mode of visual navigation is visual servo-
ing, in which the motion of an autonomous vehicle is con-
trolled through servoing on visual cues. There seem to be a
primitive set of robot motion behaviors that can be achieved
through visual servoing, Some of these are obstacle avoidance,
bo following, motion relative to environmental objects,
approaching an objezt without collision, pursuing a moving tar-
get, and landing on a surface.

In this paper, we argue that in meny cases, visual servo-
ing behaviors can be achieved using direct 2-D image cues
(both spatial and al). These cues serve as inputs to the
motion control algorithms. In such cases, an explicit recon-
struction of the 3-1) scene may not be required. Usual]z;ronly a
few relevamt image cues need to be extracted each
behavior. For example, boundary following (as in road follow-
ing) can be achieved using isolated image information con-
tained in either the inner or outer boundaries of curved roads.
As will be shown below, for inner boundaries (which are con-
vex), a feamre that may be sufficient for road followintfmi: the
tangent point on the road inner edge (i.e., the point on the road
inner edge lying on an imaginary line tangent to the road edge
and passing through the camera) and its image velocity. There-
fore, during the bo following behavior, all image pro-
cessing effort may be directed towards reliably finding and
tracking the tangent point and extracting its image velocity.

hmeusesimpommfutmudonotexiﬂ(mdm
meaningless) in ?-D and can be e;r.lrn::te‘::l,lll c:uhﬂy in the 2;111)l
image. An ¢ ¢ is the vanishing point, which is meaning
on]ygindneZ—Dnmge.Aswillbe:hnwnbelow.ﬂﬁsfumeis
useful for autonomous landing of an air vehicle. Another
example is the focus of expansion, which indicates the instan-
tzneous heading of the camera,

The advantages of this 2-D as will be ela-
bornedbf:lio;v.nreﬂmitil imple, fast, and robust. There is
no need -D reconstruction. It results in & ti tmon’ -
lcﬁmlooptodirectly;mauimcoﬂm.:g mmage
cues,

The spproach taken here derives from several
spproaches curently in the literarure, inchuding “purposive and
active vision” [1] and “snimate vision" [2]. common cle-
ment between these snd our approach is that only
visual information that can be used specifically and directly for
the desired task or behavior is sought.

We mresent three case studies to demonstrate these
ideas: road following, sutonomous landing, and visual looming
for obstacle avoidance and object
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2. SERVOING THE HEADING VECTOR

The heading vector at any instance of time is the instan-
taneous translation vector of the robot. Many of the primitive
navigation behaviors involving visual servoing can be thought
of as servoing the heading vector.

Consider the case of road following. We define a road
as any continuous, extended, curvilinear featsre, The goal of
road following is to follow along this feature over an extended
period of time. In what we normally think of as road follow-
mg, & road is defined cither by its boundaries or by an
extended solid or dashed white line. Here, the goal is not only
to follow along these features but also 1o stay within a constant
Interal distance from these features.

Figure 1 shows a point on a vehicle and the lefi-hand
side road edge. The unit vector £ is the instantaneous heading
of the vehicle, ¢ is the instantaneous center of curvanure of the
vehicle path, and r is the instantaneous radius of curvamre of
this path. Road following is an activity that involves servoing &
such that it follows the road edge. It is desired that £ be ser-
voed such that it is always perallel 1o the tngent 1o the local
curvature of the road edge, and such that the distance « of a
point on the vehicle from the road edge is maintained at a con-
stant value.

In the image domain, the heading vector is represented
by the instantaneous Focus Of Expansion (FOE), i.e., the 3-D
vector extending from the camera focal point to the image FOE
point is in the same direction a5 the heading vector, Therefore,
servoing the ing vector is equivalent to servoing the
robot’s motion using as feedback the position and motion of
image features relative to the FOE. We think of this as servo-
ing the FOE in the image. For example, we will show that
road following can be achieved using a feedback loop where
the position and motion of the road tangent point relative to the
FOlgoue used as feedback variables.

3. MOBILITY CONTROL USING 2-D IMAGE DOMAIN
INFORMATION

Many current vision-based mobility control systems use
3-D visually-derived information when ing motion control
det:mmuf isions [15-18). This 3-D inform 3Danon‘ mi m:;ke dmn
o e points or range images, 3-D line or surface ip-
tions, 3-D ebject descriptions, etc. For example, many existing
ing algorithms convert the information extracted
from images into a 3-D, vehiclecentered coordinate system,

‘often aligned with the ground plane. Steering, acceleration,

uﬂlnkmgdecisionsmt_lmdﬂaminedhﬂmcomdlmm

control decisions arc made. In this paper, we show that control
algorithms can be developed which directly use observabie

image information explicitly or implicitly in the 2-
D image 3 example, the position and motion of
feanminﬁimngecmbeusedm ine steering deci-

sions. A 3-D reconstruction is not required.
There are several edvantages w0 this 2-D-based

approach.

I. It is more robust. Fewer Sensor measure-
ments, and calibrations need to be performed for control
when using 2-D information rather than 3-D informa-



tion. The reason is that the problem of converting 2.D
image information 1o 3-D workd information fTequires
therﬂm“hypoth;; ﬂ:hout ﬂl?gh world hlo be made (eg.,
Moo ] eses, lighting hypotheses, object
hypotheses), calibrations to be made (e.g., stereo calibra-
tions, inertial navigation system calibrations), or many
SENSOT measurements to be m i i
tion system measurements). In
85 part of control algorithms, the
mation is 1o raw data form, the closer it
world, and the more robust will be control algo-
rithms based on this information. An example of this is
converting image velocity of points to range. Such »
E:,oenmqﬁ.resﬂmmeve!ochyofﬂwcmbe
wn. However, the messurement of velocity will have
errors, which will lead o range ervors. we
expect that it would be more robust not to use velocity
to perform navigation control. Purther, a contro) algo-
rithm that does not require velocity is simpler and less
expensive,
The spproach is task-dependent, therefore only relevant
information has to be extracted from the images. For
example, the road following behavior may only i
information dealing with the road tangent point i20].
Other ions of the road edge, although important for
extractmg the tangent point, may not be necessary as
inputs to the steering control algorithm. Each naviga-
tion behavior will, in general, need different relevant
information. Such relevant information may be & set of
visible or invisible, spatial or temporal, features. Usini
only a small set of information from a2 sequence o
images implies simpler and less expensive processes.
The closer the relevant visual information is to raw
form, the less computation is required to extract this
information. Such an approach is therefore simpler and
much faster.

Next we present the three case studies.
4. CASE STUDY 1: ROAD FOLLOWING

4.1. COORDINATE SYSTEM

The equations for this case study are defined in a coor-
dinate system which is fixed with respect to the camera on
board the vehicle. This coordinate system is shown in Figure 2.
We assume that the camera is mounted on a vehicle (later we
explain how) moving in a stationary environment. Assume a
inhole camera model and that the pinhole point of the camera
ultﬂwcﬁghofmemdhmmwn.lmnmdinmm
tﬂnisusedtomeasmmglesm&oims'm and to meas-
ure optical flow at these ﬁhm' e use spherical coordinates
(R—6-¢) for this purpose. In this system, sngular velocities (6
and ¢) of any pomt in space, say , are identical to the optical
flow values st »’ in the image domain.

4.2, TWO-WHEELED VEHICLE

For our analysis, we use a theoretical two-wheeled vehi-
cle as illustrated in Figure 3. A rigid frame of 2m bolds
bothwheels.Anea-h,gwheelmgleis lied to both wheels
simultaneously, i.e., if one wheel is by an angle p rela-
tive mnu: the odlumdwlwd 'ﬁt?w byhthe same
mngle. camera is mowunted such ts pinhole point is
located above the front wheel center, and it rotaies with the
front wheel. The optical axis of the camera coincides with the
instantaneous translation vector (heading) of the front wheel.

The following geometrical relationship holds for the
vehicle in Figure 3:

r--ﬁ. 1))
The frame length m is usually known. Thus the instantsneous
radius of curvature » of the vehicle <an be determined by

.2.

messuring the steering angle p.

Pigm4ismowmllducﬁpuon' of the gystem includ-
ing the spherical coordinate system. For convenience we chose
to have the z m%nng down. However the same coordi-
nate sysiem as described in Figure 2 is used here. The camera
is mounted at some height above the ground and rotates with
the front wheel. The position of any point on the road can be
npusedwiththeeoordimtesk.omdo.ulhownhl’igmet

In the following analysis, we assume a moving vehicle
inlmtiomrymvimmnmmmdismunwdtobeplmar.
and road edges are assumed 1o be extractable. Figure 5 shows
exmtﬁhsofmldimqesobuimdﬁomucmnmomtedona
vehicle.

43. EQUATIONS OF MOTION AND OPTICAL FLOW

We have recently developed a new visual field theory
that relates six-degree-of-freedom camers motion to optical
flow for a stationary environment [21,22). This theory provides
us with a theoretical and scientific basis for developing con-
#traints, control schemes, and optical flow-based visusa] cues for
road following. This section reviews this theory as it relates to
the road following problem,

First we describe the equations that relate a point in 3-D
space to the projection of that point in the image for general
six f-fresdom motion of the camers. Some of the
equations can be found in many books, e.g., see [23].

Let the instantaneous coordinates of a 3-D point » (Fig-
ure 2) be R« @ YZY (where the superscript T denotes tran.
spose), the instantaneous translational velocity of the camera be
t= (W VWY, md the instantaneous angular velocity of the cam-
era be e=(a 8. Now consider a specific motion in the
imm;om X7 {#=0) plane of the camera coordinate system
defined by:

t= (V.07 (2)
a=00cy. )

This means that the translation vector may lie anywhere in the
instantdénous xr ﬂa&eﬂwhilelhcromionis-hout the Z-axis, It

can be shown [2
=Y X 0
) x%r? X%r? {—3‘0] 4
o " Xz -1z ezl
XArixdrdzl XLrighyizdy Xurkz:

As mentioned earlier, é and 4 of a point in space (ie., the
angular velocities in the camera inate system) are the
same us the optical flow components é and ¢.

Consider the case where the optical Sow value of 6 is

constant. From equation set (4), the points in that result
from constant é (regardless of the v of ¢) a cylinder
of infinite height whase aquation is
P», v Pl _v J.[ v ]’{ 4 ]z ©)
AC+8)) ac4)f (A ] (2ced)”

as displayed in Figure 6.

All points in 3-D space that lis on the cylinder described
by Equation (5) and which are visible (i.e., unoccluded and in
the field of view of the camera) produce the same instantane-
ous horizontal optical flow 6. We call the cylinder on which
equal flow points lie the equal flow cylinder.

44. ZERO FLOW CYLINDERS

One of the equal flow cylinders corresponds 1o points in
3-D space that zero horizontal flow, We call this
cylinder & zero cylinder. The equation that describes the
z;;oﬂowcylhﬂumbeobuhedbysetﬁnge-ohl‘.qmﬁm
G) ie.,
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We have shown [20] that if the z of the camera
rotation vector « is positive (i.e., € >0), then visible points in
!hen%?uminﬁdeﬂwmﬂowqhﬂa' produce
i izontal optical flow (> 0), while vizible points ont-
side the zero flow cylinder negative horizontal optical
flow (b <0) in the image. If » is negative (ie., C > 0) then the
opposite is true.
%]%&E EQUAL FLOW CYLINDERS AS A FUNCTION OF

As the camera moves through 3-D space, the equal flow
cylinders move with it. Figure 7 shows sections of equal flow
cylinders as a function of time. At each instant of time, the
radii of the equal flow cylinders mre a function of the instan-
taneous motion parameters t and @. The locations of the equal
flow cylinders are such that they always contain the origin of
the camera coordinate system (the same as the camera pinhole
point), sre tangent to the instantanecus translation vector 1, and
their symmetry axes are parallel to the instantsneous rotation
vector ©. (In Figure 7, direction of @ variess over time.)
Each zero flow cylinder lies to the left or right of the transla-
tion vector depending on whether the instantanous rotation is
positive or negative, respectively.

46. ROAD FOLLOWING BY GAZING AT INNER
ROAD EDGE

In this section, we consider following along a circular
road by gazing at the inner road edge. Given visual cues, a
goal of the control system is to find the steering angle. If the
vehicle is already on a that follows the road, then only
changes in steering angle are necessary. Figure 8 shows a
vehicle moving around a circular road of radius /. The path
traversed bynge vehicle is a circle of radius . i
vector ¢ indicate the direction of the sangent line, a ki
contains the camera pinhole point and is tangent
road edge. It can be proved [20] that the tangent point T
on the mstantancous zero flow cylinder if the camera orienta-
tion is fixed relative to the vehicle. We can also prove no
matter how far the vehicle is from the inner road edge, the
tangent point lies on the zero flow cylinder. Thus the horizon-
tal component of optical flow of the tangent point is always
zero.

Note that although the tangent point sppears ss a feature
point inkft;)e imt;lg:. it is not gmuo;:il by a smﬂl:ispoht in
space. er, ts in space generate
constantly change. Wemcall this point a virfual feature point.

In Figure 8, therefore, the optical flow & due to point 7
is zero. Let the distance from the vehicle o the inmer road
edge be #, and let 6 be the positive angle to i messured from
the X -axis. From Figure 8, the following relationships hold:

{ = r gin, )]

8 = r=| = r(}-ain8). ®
Differentiating Equation (7) with respect to time:

{ = Fgind + ricesd ™

where dot denotes derivative with respect to time. For a circu-
(lg)croad.li:comtmt.mdthusimbembmhﬁqmﬁm
0 = Fuint + P8 cosd

7 m—r @ cot0. {10)
When the vehicle is moving on a perfect circular path both #
and @ are equal 1o zero. However, suppose the vehicle's path is
not a perfect circle. Since r is the instantaneous radius of cur-
vature of the vehicle motion, 7 is the rate at which the curva-
ture changes. Equation (10) suggests a way of controlling the

vehicle motion 0 as 10 achieve a constant circular motion.
Consider the two-wheeled vehicle described above. From
Equation (1), we can derive the following:
p=ein (S an
Equation (11) gives & value of the steering mngle p as 2 func-
tion of the instantaneous radius of curvature r and the distance
2n between the two wheels. Normally the value m is known.
For a more realistic vehicle (such az a four-wheeled vehicle
with front-wheel steering), some other relationship will hold.
In jon (10), 7 is the rate at which the radius of
of the vehicle motion is ing. ;
as a function of the steering angle # by differentiating Equation
(1) with respect to time:
jm oo
sin’p
Substituting Equations (12) and (1) into (10) and solving for f

(12)

p =@ tanf cor®. (13)

Equation (13) suggests s partial control scheme whose inputs
are the current steering angle B, the current angle 8 of the
tangent line relative to the X-axis, and the optical flow é of the
tangent point. All of these inputs can be measured. The vari-
able being com is the rate of change of the steering angle,
. Equation (13) provides the gain wuaficoré by which ¢ should
be multiplied in order to get the comect change in steering
wheel angle. This gain on the cwirent steering wheel
angle p and the anguler location ¢ of the tangent point in the
image. Note that the e in steering control command
ﬁlg;lld be the negative of the value of p derived in Equation

Figure 5 shows a of images taken from a cam-
era mounied on a vehicle, images in the figure are num-
bered in the same order in which they were taken. The road is
almost circular. Note that the tangent point stays (almost) at
the same location in each image in the sequence. If the road
were perfectly circular and the vehicle were moving on a per-
fect circular g::':. then the position of the tangent ﬂ{:m would
not change image to image. However, if vehicle's
puhwerenotaperfectcizcle,ﬂwninsleaingcmbemn-
lamgent point. Thest changes ks thebertaomtal sompansat of
tangent point. es are i t o

‘Tl&ownmnpohgmdmbemedmngs
) in the steering wheel command B.

Note that Equations (1) and (11) hold only for certain
types of vehicles, Vehicles with other wheel and steering
configurations will result in different expressions relating steer-
ing angle to the madius of curvature of motion In such
expressions, however, there should be & onz-to-one relationship
between B and r. These expressions can then be substituted into
Equation (10) o derive the relevant control si . It is
important to emphasize that the derivation of p takes into
account the kinematics of the system but mot the dynamics.
This iz also the reason why we emphasize that the control
scheme is not completé,

If the mate of change of the steerin le, §, is the only
variable being controlled (as indicated ng.:;lu‘mn (13)), then

in ice the vehicle may not maintain a constant distance
from the edge of the road. Therefore, in addition to Equation
(13), Equation (B) can also be used to control the vehicle to
achieve a constant ¢ircular motion. Substituting Equation (1)
into (8) and solving for p:

B = a1 (1-sint)]. 14)

Equation (14) estz & partial control scheme whose inputs
lreﬂ:ememn':ggfngleoofﬂumgmtlimnhﬁvewmex-
axis, the desired distance s of the vehicle from the inner road



edge, and the distance 2 m between the fron: and rear wheels.
The variabie being computed is the steering angle p.

planar. It is also assum
can always be determined, and that the vehicle heading coin-
cides wi the camera optical axis. The main significance of
ﬂlisgpoachisﬂm(l)ulhomﬂmﬂu i
optical flow are important visual contro)
lowing, and that potentially they are sufficient 1o achieve road
following, (2) a tight perception-action loop is possible for
road following which is simple and therefore com tationally
inexpensive, %3) image information can potmm.lf;"
directly as input into a contro} algorithm, (4) only a few meas-
b m;ynd:adan ft; ]
ach is i ol speed of {

i of the camers height above the road, and (7) only
a very small portion of the image -- the portion around
tangent point — mey need to be anal in le.
course, item (7) may not be true in practice since larger por-
tions of the road may have 1o be extracted in order to reliably
find the tangent point.)

e we want to follow a road which is curved but
not circular. Figure 9 shows two cases. In Figure 9a the radius
of curvature increases as the vehicle moves. In Figure 9b, the

tive. In Figure 9b, the tangent point lies inside the zero flow
cylinder, and its & optical flow is positive, Therefore, inmi-
tively, if the horizontal component of the optical flow, 6, at the
int i its value can be used as a con-

ture of the vehicle's cumrent motion. If é is positive (Figure -

9b), then the steering command is to decrsase the radius of
curvatre of the vehicle’s current motion by sharpening the
turn.

4.7. ROAD FOLLOWING BY GAZING AT OUTER
ROAD EDGE

We have has thus far considered road following using
information about the inner edge of curved roads, In this sec-
tion, we look at the problem o% road following using informa-
tion sbout the outer edge of curved roads. Figure 10 shows the
outer edge of a circular road. In the figure, a vehicle is follow-
ing a road whose outer edge has radius J,. The path traversed
by the vehicle is a circle of radius ». Consider the direction
0=a in the camera. Refer to the definition of @ in Figure 4.
This angle determines a direction defined by the plane 9 =a.
The intersection of this plane with the outer edge iz at
point v. The ray from the camera to point v is (o, ¢) for some
9. Figure 10 shows the top view, where a is the horizontal pro-
jection of the line comnecting the cammera pinhole point with

Let 4, be the height of the camera above the ground,
During driving, this height is constant. Therefore
A

u;. (15)

In this section, we show that road following can be
achieved, in principle, from information at on
the outer road edge, the point v. i i
azimuth direction a, the elevation angle ¢ can change as the
value a changes. The point v is a virtual feature point and the
value a, which defines this point for a given road, is arbitrarily
chosen.

Let the distance from the vehicle 1o the outer road edge
be s,. From Figure 10, the following relationships hold:

l,"-r?':t.z-—f!rlula. (16)
=i, -r an
Combining Equations (15) and (16) yields:

“2 2r A, cosax

wady | wob

Combining Equations (17) and (18) and solving for -
hez-a.zun%

" Zunt G, wok + &, oo)’

Substituting Equation (1) into (19) and solving for p:
2m tand (7, tang + A, n-u)‘
a-slusdy @0

This equation suggests a partial control scheme whose inputs
lretheubimrilygghomun'mndl leu.themeumedle!l‘ga-
fion angle ¢ of the virtual feature pomt v, the desired distance
s, of the vehicle from the outer road edge, the known distance
2m between the fromt and rear wheels of the vehicle, and the
known height »_ of the camera. The variable being computed is
the steering angle p.

Similarly, equations of the following kind can be found
for ¢ and §, Y i

1.3- ris

(18)

am

r

P =ain~}f

Fuf (horah), 0
B=g (40BaA m). 22)

mﬁqunn'm &2} o::mfgr l;:yhe two-wheeled Eq::gicle desm) ibed 5;)0“'
substituting ions (1) and (12) into
(Zl}l:giolvhgforb.

Equations (20) and (22) can be used to achieve constant
circular motion. However, suppose we want to follow a road
which is curved but not circular. In this case, the radius of cur-
vature may either increase (Figure 9a) or decrease (Figure 9b)
as the vehicle moves. We can use the rate § at which the posi-
tion of the outer road edge changes as measured in the o=c
plane. For i ing radius of curvature, ¢, will be negative,
while it will be positive for ing radius of curvature,
This value can therefore be used as & control signal for sieering
dlevdﬁcle.lféisncguﬁve.ﬁtmthesteuingeommmdism
increase the radius of curvature of the vehicle’s current motion.
If ¢ is positive, then the steering command is to decrease the
radius of curvature of the vehicle's current motion by sharpen-
ing the tam,

5. CASE STUDY 2: AUTONOMOUS LANDING

5.1. THE VANISHING POINT

This section discusses how the vanishing point of a run-
way may be used for the autonomous landing task. The vanish-
ing point is a visual cue which is relevant primarily for highly
structured environments; the nmway is an example. This cue
does not exist (and is meaningless) in 3-D end can be extracted
in 2D only. In fact, this cue does not even exist in the 2-D
image; it must be extracted from other visible 2-D features. By
using an active vision approach (in particular a fixating cam-
ara) snd this visual cue, some vision-based control ta-
tions can be significantly simplified. The idea ind the
active vision landing ach is based on fixating the camera
at the vanishing point of the projection of the nmway onto the
image.

The vanishing point of the imaged runway is the point
in the image plane where the projection of the two paﬂllelpzide
lines of the runway intersect. Obviously, this intersection point
dounotesxistinaﬁmte'hi;Dworldmdmtbef“mn-
structed.” Since the vanishing point is a projection of a point
"located” w1 infinity, sy translational motion of the camera



does mot e the location of the vanishing point in the
image plane. However, rotational motions of the camers will,
in general, cause the vanishing point to shift in the image

5.2. VANISHING POINT AND FIXATION

The ninway vanishing point provides information sbout
Mmimuﬁopwhichmmegukeyvisudfmeﬁor

When the camers undergoes transiation along its optical
uis.ﬂ:evnnis]ﬁngpoimbwmnuthel‘ouu‘:? jon
(FOE). For wrbizary camnera transiations along the X, Y and Z
axes of the camera the vanishing point is always stationary in
the image.

Next we shall explain how the vanishing point, as it
evolves as a function of time, can be used 1o extract valuable
information about aircraft orientation, which can be used for
landing. S the camera is mounted on the sircraft and it
has in 1 pan/tilt control, Then by maintaining fixation
on the vanishing point it is possible to:

1. Measure the two-degree-of-fresdom orientation (pitch
mnd yew) of the aircraft relative w the fixating camera
by measuring the camera pan/tilt angles, thus allowing
the measurement of the aircraft 2-D crientation relative
to the rinway. (Note that when the cameza fixates at the
vanishing point the optical axis becomes paralicl 1o the
longitudinal axis of the nmway.)

2. Reduce the need for other rotation sensors (e.g., gyro-
scopes).

Practically, during the fixation s, the vanishin,

int which is 'gusedwcbseﬂwgaﬁonloopmynlﬁg
zm the optical axis due o tation delsy and loop
response. In this case, it may be useful to add the velocity of
the vanishing point, ie., its optical flow, (in addition to its
location) relative to the optical axis to generate control signals

1o maintain fixation (and the resulting camera stabilization),
Other landing related visual cues that are based on fixat-

ing the camera on the runway vanishing point have also been

developed and are discussed in [24).

%g'lN%‘:ONTROL LOOP BASED ON THE VANISHING
Figure 11 showsg:m‘ble control loops for maintaining
thevuus'hn:‘gpoimu center of the image. The desired
location of the vanishing point is the input to the closed loop
qm.mefudbacknﬁfnhmdwbuﬁonofﬂwvmshm' ing
point in the image its velocity (How). The mﬂm
ing controlled are the pan and tilt of the camers. con-
trol allow us to use the fixating camera system as & gyro-
scope, aiding in the autonomous landing task.

6. CASE STUDY 3: VISUAL LOOMING

§.1. THE VISUAL LOOMING EFFECT

The visual looming effect deals with the expansion of an
object’s size in the image. Usually, this expansion is a result of
a decrease in the relative distance betwesn the camera and the
viewed object. Visual looming is a quantitative temporal
feanure which can be very useful for generaling control signals
for obstacle avoidance or for approsching an object without
collision.

The perception of looming is critical to survival for
uumofna:en’:simeitismhdicaﬁonforpouiblemm-

-5.

sion. It is necessary for locomotion in & complex natural 3-D
world. The reaction to this visual stimulus is the result of some
kind of “"perceived threat," ic., the measured relative rate of
expansion of objects on the retina to 2 visual tim.
ing parameter that causes the subject to defensively react 1o
:gluﬂwvimdﬂuut.

Although looming and looming-related actions have
been studied many researchers (primarily peychologists),
most of the is qualitative or limited-quantitative. In order
to use the existing results for robotics applications, & more
mathematically-oriented approach for looming is needed. The
following sections present such an approach.

62. QUANTITATIVE LOOMING

Assume an observer is ing in a 3-D environment
filled with several balls (Figure 12). ing the motion of the
observer relative to the balls, both the size of each ball and the
location of its centroid, when projected into the image, are
continucusly changing. If the distance between a ball and the
center of the camera decreases, then the projected image of the
ball will increase in area. The relative rate of expansion of the
area over time of the imaged ball causes the "looming" effect

and it is pofurmnd to the time derivative of the relative dis-
tance (range) between the observer and the ball divided by the
relative distance (range) itself. The looming is a measurable
varisble and can be extracted directly from a sequence of 2-D
images using optical flow, relative change in area, eic.

Lee [4] showed how 1o titatively measure the
“time-to-contact” from optical flow for an observer who under-
goes only translation when the optical axis coincides with the
motion vector. Our definition of looming is related w, but
different from, the time-to-comtact. 'Fhe time-to-contact
according to {4] is the time it takes for an observer to hit a
zlc‘iﬁc plane i to the direction of motion, i.e., it

)w:ththe ative change of the depth (as opposed to
range).

We now introduce a mathematical definition of looming,
and & way for measuring looming, using expansion of the pro-
Jjection of objects on the retina [14].

6.3. MATHEMATICAL DEFINITION OF LOOMING

Let a camera and an object (e.g., a ball) move arbitrarily
in 8 3-D environment Then at two different time instants they
may be in different relative locarions. The distance (range)
&om&ecmtuofﬂuba]]lomeﬂ_nho' le point of the camera
may change, thus resulting in different sizes of projected
images. The looming effect is caused by the expansion of the
projected ball. Intuttively, the relative rate of expansion, i.e.,

the relative change of the projection of the ball Ar" over the

period of time r,—c,inwhichﬂledmgeukuplu:e.ishighly
related to the relative change of the range “;"dmingthe
same period of time. (In fact, for obj

1
ts that are small rela-
tive to their range from the observer, are i ie.,
differ by a scale factor.) Thus one can define ing in terms
of the relative change in range instead of relative change in the
object’s projection.

In order 1o define looming snd mggest
wayllnmweitwemllmide:hﬁ:ﬁmimnﬂymﬂ]ggb
balls. Let the relstive distance between the observer and a
pm'mr (the center of the infinitesimally small ball} at time
mstant +, be k, and at time instant ¢, be #; . Then, we define
looming L as the negative value of the time derivative of the
relative distance between the observer and the point P, divided
by the relative distance x, i.e.,

RRy)
A
,[_-—‘]'?b '1 . {23)



where &1 w1ty -4, Or

(24)

to time. The reason
and (24) iz o associate

A
Lﬂ-i.
;vhaaleedot denotes derivative with
or the negative sign in Equations
image expansion with positive looming,

This definition allows the wse of the term "looming of a
point” for describing the value of L of a point.

6.4. DIRECT CALCULATIONS OF LOOMING

iy et dk it e o v
camers object. It is on i ing at
the image-region (or object) level, rather than at ol?:jr;xel
level. Techniques for meanming looming st the pixel level are
provided in [14).
THE 3-D BALL SCENARIO

The concept of mi i ing from the reiative rate
of expansion can be expmghhwdummm-l) ball example. Fig-
ure 13 shows an observer moving relative to a 3-D ball. As a
result, the projection of the ball on the retina may be diffsyent
in size at two different time instants r, and r,. Let the relative
speed along the ball-observer direction be Iil, the radius of the
ball -, and the distance from the center of the ball to the
observer R. Al t=t,

After armt,, e, At 1my:
sin(B+ap) » ——— (26)

R-ltlar”
For infinitesimally gmall ar and by using u_.hﬁ-m the last
equation becomes

inB 55)"%“ fel

+p)- 27

By subtracting Equation (25) from Equation (27), then dividing
b;m.mdleug:ingm-o. we obtain;

dsi [1]

4.4, @

£ .

Using the relations -7 = uaf, %--% mnd SSP  opd
in Equation {(28) we obtain:

& 4B

& dt

T-—E' (29)
and the expression for looming becomes:

[ 4 4 ..
Le-fe b o diap, 0)

where dot denotes derivative with respect to time.

This means that the looming can be measured using p
uﬂbmhﬁvemhmofﬁebaﬂ.nﬂmmlheinfm-
mation on the relative i ofdw.‘:::_]ecledbdldmmﬁ
fixation at the center of ball. This means (see [14
that a retina which is constructed in a logarithmic fashion, ie.,
where the pixel length a8 is 3 to wnp, will measure
looming in a linear fashion i y of the size of the
objectguhngumermﬁxnsndwmofﬂaobjea}.

The above derivation of looming is based on & 2-D
angle measurement of a projection of a ball. However, the
extension to the projected srea of the ball is simple. Relative
chmgt;nofnuisdsopropwﬁmnlmbomhg. e shall show
next

“
o
ey GD

A is the projected area of the ball on the spherical
c.
The ares occupied by a projected ball on a spherical

ilmgeinl-«n‘n‘(-g-)r,z where § is as defined in Figure 13,
and 7, is the radius of the sphere of the retina. r, is constant.
da

imag

By computing %. which is the relative change of the pro-
jected area (divided by 2), we obtain

s 4P
- &
24

2wl

For small p,

48 48
e &
P

which has been shown (Equation (30)) to be the expression for
looming. Thus the relative change of the projected area can be
used to mpproximate looming values using Equation (31).

7. CONCLUSIONS

In this peper, we have demonstrated how some visual
servoing behaviors can be achieved using direct 2-D image
cues (both spatial and temporal). These cues serve as inputs to
the motion control algorithms. In such cases, an explicit recon-
struction of the scene is not required. We have also demon-
strated that each i behavior will, in general, need
different relevant information from the imagery.

The advantsges of this 2-D based h are that it is
simple, fast and robust. There is no for 3-D reconstruc-
tion. It results in a tight perception-action loop to directly gen-
erate action commands from image cues.
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Figure 3: Two-wheeled Vehicle With A Camera
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Figure 1: Road Following

Figure 4: Overall Description Of The System

tw

caMEnAl - A
o\ \.\"
Al ormea
. S T axsop
1
BETANTANBOUS
x
OF MOTION

Figure 2: Coordinaie System Fixed To The Camera
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Figure 10: Outer Edge Road Following
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Figure 11: Control Loops For Fixating the Camera At The Vanishing Point
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Figure 12: Relative Motion Between A Camers And 3-D Objects

Figure 9: Road Following:
{a) Increasing Radius Of Curvature - Figure 13: Looming Computations
(b) Decreazing Radivs Of curvature




