
Abstract

The design, performance, and application of The Real-
time, Intelligently ControLled, Optical Positioning System
(TRICLOPS) are described in this paper. TRICLOPS is a
multiresolution trinocular camera-pointing system which
provides a center wide-angle view camera and two higher-
resolution vergence cameras. It is a four degree-of-free-
dom direct-drive system which exhibits dynamic perfor-
mance comparable to the human visual system. The ver-
gence degrees of freedom can achieve peak velocities in ex-
cess of 30 rad/s, and peak accelerations of 1100 rad/s2. In
an example of visual tracking, TRICLOPS is shown to be
capable of following a ball moving at 3 m/s, with rotational
velocities of the vergence axes in excess of 6 rad/s.

At other institutions, such as the University of Illinois,
researchers have assembled dynamic stereo camera sys-
tems using commercial motion control components, such
as rotational and translational stages [1]. Such systems can
provide good repeatability and relatively high-speed mo-
tions. However, because they are constructed from general-
purpose positioning units, they cannot easily be configured
to meet special requirements (such as the ability to position
the focal point of the camera lenses at the intersection of
perpendicular motion axes).

A different approach to aiming cameras is used in the
MIT Vision Machine [18]. The Vision Machine consists of
two cameras rigidly mounted on a movable platform. Each
of the cameras is equipped with a motorized zoom lens, al-
lowing control of the iris, focus, and focal length. Because
of the size and weight of the lenses, camera movement is
achieved indirectly by pivoting a front surface mirror
mounted in front of each lens.

Binocular active vision systems have also been built at
the University of Rochester and Harvard University. The
Rochester head has independent vergence axes and a cou-
pled tilt axis, and achieves camera rotational velocities of
5.2 rad/s and positioning accuracy of 2.4 mrad [10]. The
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Fig. 1. TRICLOPS active vision system.1: Introduction

There has been a great deal of interest recently in using
movable camera systems for robotic vision applications.
The motivations for using such an active or “animate” vi-
sion system include the ability to direct sensory and com-
putational resources to regions of interest, and the simplifi-
cation of a variety of vision computations. These and other
motivations for using actively-controlled camera systems
have been thoroughly discussed in the literature
[4][7][8][20]. In order to support active vision research at
the National Institute of Standards and Technology (NIST),
a new trinocular robot head, The Real-time, Intelligently
ControLled, Optical Positioning System (TRICLOPS),
was designed and built. A photo of TRICLOPS is shown in
Figure 1. This paper discusses the design features and per-
formance characteristics of TRICLOPS, as well as some
experimental results which have been achieved to date.

One of the earliest active vision systems was built at the
University of Pennsylvania [15]. The system has a pair of
movable cameras with computer-controlled zoom, focus,
and aperture along with ten variable-intensity lamps. The
positioning mechanism of the system provides two transla-
tional degrees of freedom, pan and tilt of both cameras, and
coupled symmetric vergence.
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Harvard Head is a mobile binocular camera system with
computer-controlled aperture and focus, and three mechan-
ical degrees of freedom (pan, tilt, and antisymmetric ver-
gence [12].

The head-eye system developed at the Royal Institute of
Technology (the KTH head) in Sweden provides individual
pan and tilt control for each of the two cameras, along with
a two degree-of-freedom neck and computer-controlled
baseline separation [17]. The system also has zoom, aper-
ture, and focus control. The resolution on eye and neck axes
is 126 μrad, and maximum rotational velocities are 3.14
rad/s. An interesting feature of the KTH head is a mecha-
nism which automatically compensates for shifts in the po-
sition of the lens centers caused by changes in the lens focal
length and focusing distance.

Another recent development in the area of active vision
hardware is the Spherical Pointing Motor [9]. This device
is a small, lightweight pan-tilt mechanism which can be
used to move a small camera. It is controlled open-loop and
is capable of rotational velocities of up to 10.5 rad/s. Accu-
racies of 2.6 mrad are achieved. These devices show prom-
ise for future small, low cost active vision systems.

Although the above systems represent significant ad-
vances in the development of hardware for active vision, no
single design incorporated all of the features we desired.
These include human-like dynamic performance and range
of motion, independent control of vergence degrees of free-
dom for asymmetrical vergence, ability to position ver-
gence lens focal points at the intersection of vergence and
tilt axes, multiresolution imaging capability, high position-
ing resolution, repeatability, and accuracy, modular design,
the use of industrial-quality components, and the ability to
withstand the rigors of experimentation. In addition, a com-
pletely open controller based on the NASA/NIST Standard
Reference Model (NASREM) Architecture [2] was desired
to provide total freedom in modifying system parameters
and algorithms. In meeting these requirements, TRI-
CLOPS represents yet another step in the evolution of high-
performance camera-pointing mechanisms.

The next section describes the details of the mechanical
design of TRICLOPS. The control system and performance
characteristics of TRICLOPS are discussed in Section 3.
Finally, the results of visual tracking experiments are pre-
sented in Section 4.

2: TRICLOPS design

One of the primary design goals for TRICLOPS was to
build a system that has very high dynamic performance—
on a par with the human oculomotor system. There are sev-
eral reasons for putting a large emphasis on being able to
move the cameras very quickly. First, one of the primary
advantages of active vision systems is to be able to use

camera redirection to look at widely separated areas of in-
terest at fairly high resolution. As is the case with the mam-
malian visual system, it is desirable to be able to move from
one area of interest to the next as fast as possible, so that the
time spent redirecting attention is minimized and the time
spent acquiring useful image data is maximized.

In addition, it was desired to build a device for which
mechanical performance would not be a limiting factor in
the development of algorithms for visual tracking and au-
tonomous information-gathering tasks. Although the cur-
rent state of image processing results in latencies which are
typically on the order of hundreds of milliseconds, rapid
progress is being made. We would like to be able to take
full advantage of anticipated improvements in image pro-
cessing hardware, which will continue to increase update
rates and reduce latency.

The goal of maximum dynamic performance leads to
the selection of “micro-miniature” CCD cameras, with
manually-adjustable focus, aperture, and focal length,
since motorized lenses tend to be quite bulky. This decision
also reduces the complexity of camera calibration consid-
erably, since optical parameters do not change while the de-
vice is in use. Also, using manually-adjustable lenses sim-
plifies achievement of the goal of placing the focal point of
the lens near the center of rotation. The focal point of mo-
torized zoom lenses shifts a great deal as the focal length is
changed, and, although it is possible to compensate for this
by moving the camera and lens as the zoom is adjusted
[17], it results in considerable additional complexity. Many
useful tasks can be performed with fixed imaging parame-
ters. However, should computer control over these func-
tions be desired, it is possible to mount motorized lenses to
the TRICLOPS cameras. Of course, this would involve
compromises in other areas, particularly in terms of dy-
namic performance and rotation about the focal point.

Another desirable capability is to be able to view the
world at different resolutions simultaneously. This is a
characteristic feature of human vision, which exhibits a res-
olution ratio of about 10:1 between the fovea centralis and
the periphery (at 0.17 rad eccentricity) [11]. Although sev-
eral previous active vision systems have employed zoom
lenses for varying the image resolution, none have incorpo-
rated an additional camera(s) for simultaneous multiresolu-
tion sensing. There is a significant (and obvious) advantage
to using a separate camera for this purpose, as opposed to
using motorized zoom lenses—the wide-angle view is al-
ways available to alert the system to new agents which may
enter the scene at any time.

To provide simultaneous multiresolution (or foveal-pe-
ripheral) capability, TRICLOPS has been designed with an
integral third center camera which has wide angle (3-4 mm
focal length) lens. This color camera serves the purpose of
identifying features of interest in the wide field of view.



The center wide-angle lens is used in conjunction with
15-24 mm lenses on the vergence cameras, to provide a
maximum resolution ratio of 6.17:1. The system is current-
ly configured with a 4 mm center lens (1.35 rad field-of-
view) and 15 mm vergence lenses (0.42 rad field-of-view).

As shown in Figure 7, TRICLOPS has four mechanical
degrees of freedom. The four axes are arranged in the fol-
lowing kinematic configuration: 1) pan (or base rotation)
about a vertical axis through the center of the base, 2) tilt
about a horizontal line that intersects the base rotation axis,
and 3) left and right vergence axes which intersect and are
perpendicular to the tilt axis (Figure 7). The three mounting
locations for cameras are also shown, one at the intersec-
tion of the pan and tilt axes, and two more at the intersec-
tions of the tilt and vergence axes.

The dynamic performance, accuracy, and other require-
ments are achieved with a direct-drive design. In many
ways, a robot head is an ideal application for a direct-drive
system. There is a requirement for large accelerations, low
friction, and minimal transmission errors. These are three
of the primary characteristics of systems which use motors
and feedback devices mounted directly to the axes of mo-
tion. Transmission compliance and backlash, which can
cause inaccuracy and oscillations, are eliminated. Also, the
large gravity torques which cause limitations with direct-
drive robot arms do not exist for a robot head with the con-
figuration shown; the loads on the axes are almost com-
pletely inertial. In addition, the use of frameless DC motors
and brushless, frameless resolvers provides flexibility in
the routing of camera and control wiring. Much of the wir-
ing in TRICLOPS is routed through the centers of these
components to minimize external wiring. This results in
well-behaved cable motions during high-speed movements
and reduces the likelihood of pulling out cables.

The resolvers used for position feedback provide abso-
lute position information, which eliminates the need to per-
form any homing or other initialization procedures each
time the device is powered up (as would be required with
incremental optical encoders, for example). The resolvers
are used with 16-bit resolver-to-digital (R/D) converters,
resulting in a position sensing resolution of 96 μrad.

TRICLOPS is built up of three independent, detachable
modules (see Figure 7). These are the pan/tilt module
(which forms the base), and two vergence modules. These
modules can be used separately or together as a complete
system. The vergence modules are connected to the pan/tilt
module by a support block and top connector bar. The base-
line separation between vergence modules is determined by
the length of this bar. The current (and minimum) baseline
separation is 0.2794 m.

All axes have detents which may be used with retract-
able ball spring plungers to provide static positioning of the
shaft at known fixed locations. This is useful for determin-

ing the zero offset of the position transducer, and for other
calibration procedures. Another important feature of TRI-
CLOPS is that all axes have cushioned hard stops which
prevent damage to the system when experimenting with
new (and potentially unstable!) algorithms. Each of the
TRICLOPS cameras is mounted in a Delrin tube which has
screws for fine-adjustment of axial position and roll.

The performance specifications which have been
achieved with TRICLOPS are summarized in Table 1. As a
point of comparison, rapid (saccadic) eye movements in
humans can reach peak velocities of 10.5 rad/s and acceler-
ations of 611 rad/s2 [22]. It is seen that TRICLOPS is capa-
ble of motions which are comparable to those of the human

Fig. 2. TRICLOPS degrees of freedom.

Table 1. TRICLOPS Specifications.

Range of motion:
Pan +/-1.68 rad (+/-96.3 deg)
Tilt 0.48 rad down, 1.14 rad up

(+27.5 deg, -65.3 deg)
Vergence +/-0.77 rad (+/-44 deg)

Peak acceleration:
Pan 70 rad/s2 (4010 deg/s2)
Tilt 320 rad/s2 (18,300 deg/s2)
Vergence 1100 rad/s2 (63,000 deg/s2)

Peak velocity:
Pan 11.5 rad/s (660 deg/s)
Tilt 17.5 rad/s (1000 deg/s)
Vergence 32 rad/s (1830 deg/s)

Axis position sensing resolution: 96 μrad (0.0055 deg)*

Positioning repeatability: +/-96 μrad (0.0055 deg)

Interocular distance: 279.4 mm (11.0 in)**

Vergence-center resolution ratio 6.17:1 (max) 3.2:1 (current)

Overall width: 349 mm (13.75 in)
Overall height: 248 mm (9.75 in)
Approximate weight: 17.3 kg (38 lb)

* With 16-bit resolver-to-digital converter
** Distance is determined by length of connector bar—longer distances

are possible



oculomotor system in terms of peak velocity and accelera-
tion. The range of motion for each of the TRICLOPS de-
grees of freedom is also comparable to corresponding hu-
man motion.

3: Control and image processing system

A multiprocessing controller based on the NASREM
Architecture [2] has been constructed to control TRI-
CLOPS and to perform sensory processing and world mod-
eling functions on camera image data. The NASREM Ar-
chitecture is a hierarchical control system architecture
which divides the sensing and control problem into discrete
levels. At the lowest level are the servo control loops for the
device actuators; at higher levels, groups of sensors and ac-
tuators are coordinated as equipment subsystems. The
NASREM hierarchical control system provides a modular,
easily-modifiable infrastructure for implementing and test-
ing active vision algorithms.

The processes and operation of the TRICLOPS motion
control and image processing systems are described in
[14]; a brief summary is presented here. The full potential
of an active vision system cannot be realized without real-
time image processing capability. In our lab, this capability
is provided by a Pipelined Image Processing Engine
(PIPE)1 [6] for low-level image processing, along with a
multiple-cpu VME system for higher-level sensory pro-
cessing and world modeling (Figure 7). For controlling the
motions of the TRICLOPS device, the architecture consists
of a Primitive Level for producing coordinated motions of
all axes, and a Servo Level for servoing the axes to com-
manded joint positions. The Primitive and Servo processes
are implemented on five processor boards in a separate
VME system, also shown in Figure 7.

The Primitive Level provides a number of different tra-
jectory algorithms for performing high-speed saccades and
for testing purposes. There are also vision-based tracking
algorithms for tracking object features. The Primitive Level
is capable of accepting commands from an operator
through a user interface, or from another control system.
This allows the device to either be used as part of an inte-
grated robot system or as a stand-alone device.

The Servo Level processes are executed at a 2 KHz loop
rate, which allows a closed-loop position bandwidth of
50 Hz to be achieved for the vergence axes with a standard
PD algorithm. The closed loop bandwidths of the pan and
tilt axes for this algorithm are about 4 Hz and 12-13 Hz, re-
spectively. The Servo Level also provides other algorithms,

1. Commercial equipment and materials are identified in this paper
in order to adequately specify the experimental procedure. Such
Identification does not imply recommendation or endorsement by
NIST, nor does it imply that the materials or equipment identified
are necessarily the best for the purpose.

such as PID control with velocity and acceleration feedfor-
ward. Servo parameters, such as servo gains, can be
changed every cycle if desired.

All interprocess communication of command, status,
and feedback information occurs via VME common mem-
ory interface buffers. An external host computer can there-
fore obtain position and velocity feedback and provide
commands to the system at either trajectory generation or
servo levels.

The joint trajectory following performance achieved by
the system is demonstrated in Figure 7. This plot shows the
desired and actual joint positions for quintic polynomial
trajectories that move each joint at close to its maximum
velocity. To obtain this data, the trajectory generation algo-
rithm was modified to allow different motion times for each
degree of freedom. The motions for all axes were per-
formed and recorded simultaneously. For the vergence
joint, the motion is from -0.75 rad to 0.75 rad in 0.091 s.
This requires a peak acceleration of over 1000 rad/s2 and a
peak velocity of more than 30 rad/s. For the tilt axis, the
motion is from -1.10 rad to 0.45 rad in 0.167 s. The peak
commanded velocity and accelerations for this motion are
17.4 rad/s and 320 rad/s2. The base pan motion of Figure 7
goes from -1.57 rad to 1.57 rad in 0.523 s. This motion re-
quires maximum velocities and accelerations of 11.3 rad/s
and 66 rad/s2. The commanded and feedback velocities for
these motions are shown in Figure 7.

As the plots show, the joint feedback positions follow
the desired trajectories very closely. This degree of perfor-
mance is the result of the high bandwidth of the system, as
well as the use of velocity and acceleration feedforward
terms. These motions were performed using a PID servo al-
gorithm. The integral term counteracts the effects of cable-
twist and friction torques which would otherwise cause
steady-state position errors.

4: Tracking experiments

One of the most basic capabilities which may be provid-
ed by an active vision system is to track an object, using vi-
sual information to direct the gaze and keep the object in
the field of view of the cameras. This section will briefly
describe one of the visual tracking algorithms which has
been implemented on TRICLOPS, and will summarize the
results which have been obtained to date. Further details
may be found in [14].

In the current tracking experiments, the emphasis has
been placed on maximizing the tracking performance in
terms of speed (bandwidth). As such, the visual processing
has been simplified to the minimum required functionality
to reduce the image processing delays as much as possible.
Consequently, the image processing used for these tracking
experiments consists of computing the centroid of a thresh-



Fig. 3. TRICLOPS control and image processing hardware.

Fig. 4. High-speed trajectory following.
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Fig. 5. Velocities during high-speed motions.



olded intensity image of a single object which presents a
high-contrast image to both the left and right vergence
cameras. For these experiments, only the two vergence
cameras are used. The cameras are calibrated using the
method proposed by Tsai [21].

In the current approach to tracking, 3D world position-
based motion modeling of the target is used with prediction
to generate goal fixation points. A block diagram of the
tracking control system is presented in Figure 6. New cen-
troid data are obtained from the world model every 1/30 s.
The cameras are used in non-interlaced mode, and only in-
formation from the odd fields is used. Delayed joint posi-
tions which correspond in time to the centroid data are also
read in at this time. The amount of delay is equivalent to the
image acquisition and processing latency (about 0.084 s for
the processing currently used for visual tracking). The de-
layed positions are supplied by the Servo processes along
with the most recent feedback data. The centroid informa-
tion is corrected for lens distortion, and the corrected cen-
troids are used along with the delayed joint positions to
compute the position of the object with respect to the TRI-
CLOPS world reference frame using a triangulation algo-
rithm.

Because of the image processing delay, the computed
object position represents the position at time t-0.084 s,
where t is the current time. If this position is used directly
as the goal for tracking, very poor performance will result.
The need for prediction to compensate for image process-
ing delays in real-time visual servoing tasks is well known
(see [3][10][19]). In contrast with the α−β−γ filters used for
prediction in [3] and [10], the prediction used in the current
experiments is based on performing least-squares fits of
low-order polynomial equations of time to a limited se-
quence of object position data. These object motion func-
tions are then evaluated at a time approximately equal to
the estimated processing delay. Cubic polynomials which
are updated using the 12 most recent object position esti-
mates have worked well in the current experiments. The
object motion functions are defined such that the result of
the equation when evaluated at t = 0 gives the most recent

object position estimate. This allows the pseudoinverse of
the functions of time matrix to be constant (and able to be
computed a priori). The least squares estimate can then be
updated every centroid data cycle with a single matrix mul-
tiply.

After determining the predicted position of the object
with respect to TRICLOPS, the desired position of the pan
axis is determined. Several different means of distributing
motion between the pan and vergence axes have been im-
plemented and evaluated. These include not moving the
base at all, moving the base to maintain symmetrical ver-
gence, and moving the base some fixed percentage of the
angle required for symmetrical vergence. One of the most
effective methods consists of commanding the base to in-
crement the command position by some percentage of the
distance between the angle required for symmetrical ver-
gence and the current command position. This has the ef-
fect of gradually moving the pan axis toward the direction
of the object. As a result, vergence asymmetry is reduced
and there is no “preferred position” of the base. The respon-
siveness of the base is determined by the size of the per-
centage parameter. A value of 0.1 is a good compromise be-
tween moving the base too sluggishly and putting too much
of the tracking burden on the base.

Finally, the inverse kinematic equations are solved (with
the desired base angle as an input parameter) to yield the
desired joint angles. The desired joint angles are command-
ed to the Servo level, which executes the high-bandwidth
PD servo algorithm to achieve them. New joint angle goals
are computed on the same 30 Hz timing cycle as image cen-
troids. These position commands are interpolated by the
Servo Level into 0.0005 s subcommands. This interpola-
tion greatly smooths the tracking motion, but it also incurs
some additional delay which must be accounted for in the
prediction of object position. This delay, combined with the
image processing delay, results in a total delay of about
0.117 s. However, the prediction procedure itself introduc-
es a slight frequency-dependent phase lead, such that using
a time of 0.090 s in the prediction equations yields better
overall tracking than using 0.117 s.

Fig. 6. Block Diagram of Tracking Algorithm.
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Several experiments have been performed to evaluate
the tracking performance attained using the above tech-
niques with TRICLOPS. In one test, a 3.5 cm diameter
white ball attached to the end of a 0.44 m rod is rotated in
a horizontal circle whose center is 1.1 m in front of TRI-
CLOPS. Figure 7 shows the set-up for this experiment.

The accuracy of the position estimates determined by
TRICLOPS, with and without prediction, for a ball orbital
velocity of about 6.9 rad/s (tangential velocity = 3 m/s) is
shown in Figure 7. The solid line in the figure indicates the
actual path of the ball during a single revolution, as deter-
mined by careful manual measurement. The smooth dotted
line close to the actual path is the estimated path of the ball
without prediction. It is seen that the spatial error in the es-
timated path without prediction is quite small. However,
because this estimate does not include prediction, TRI-
CLOPS can only track the ball up to an orbital velocity of
1.8 rad/s using this estimate directly.

While the predicted ball positions in Figure 7 have
slightly increased spatial errors, tracking speed is greatly
improved due to the compensation for the processing delay.
When the prediction is added, TRICLOPS can track the
ball at velocities up to 8.6 rad/s.1 Although not shown in
the figure for reasons of clarity, the path actually tracked by
TRICLOPS (obtained by applying forward kinematics to
the time history of joint positions) follows the commanded
path quite closely. For this orbital velocity, the magnitude
of the velocity of the vergence axes reaches a maximum of
about 6.5 rad/s, and the magnitude of the peak base rotation
velocity is about 1.7 rad/s. The ball is also tracked smooth-
ly and stably when unpredictable motions of the ball at the

1. At speeds this high, there is some overshoot in the predicted path
due to the frequency response characteristics of the prediction.

Fig. 8. Estimated ball path with and without prediction.

Fig. 7. Experimental set-up for circular tracking.

end of a hand-held rod are performed.
As would be expected, the geometric error increases

with increasing distance from the head. The maximum er-
ror of the estimated path without prediction is about
0.025 m at the far side of the circle. This accuracy, particu-
larly in range, is target-dependent, however. The data of
Figure 7 were obtained during tracking in ambient light.
Accuracies on the order of a few millimeters have been ob-
tained when a special target (for example, an internally-il-
luminated ball) is used to produce better quality images.

5: Conclusions

Although it has been only about six years since the de-
velopment of the first animate vision systems patterned af-
ter the human eye-head arrangement, much progress has
been made. A significant recent development is the com-
mercial availability of micro-miniature CCD cameras,
which has enabled the goal of human-like dynamic perfor-
mance to be achieved.



TRICLOPS is a new direct-drive active vision system
which takes advantage of these imaging devices to enable
very large rotational velocities and accelerations. TRI-
CLOPS is capable of peak velocities of over 32 rad/s for
the vergence degrees of freedom, 17.5 rad/s for the tilt axis,
and 11.5 rad/s for pan rotations. The visually-based closed-
loop performance of the system has been demonstrated by
implementing a simple tracking application. Using triangu-
lation and 3D motion modeling and prediction, TRICLOPS
is able to keep a ball in the field of view of the vergence
cameras for tracking velocities in excess of 6 rad/s.

TRICLOPS provides concurrent multi-resolution sens-
ing capability by locating an integral third wide-angle view
camera between the two vergence cameras. Other unique
features of this system include modular construction, the
use of industrial-quality components, and the incorporation
of design elements which decrease the possibility of dam-
aging the system during experimentation.

We have just begun to explore the potential of TRI-
CLOPS. Future plans include using the center wide-angle
view camera in conjunction with algorithms which use col-
or and motion to autonomously direct the attention of the
system. We also intend to connect the TRICLOPS control
and image processing/world modeling systems with anoth-
er existing NASREM system used to control a seven de-
gree-of-freedom manipulator [13]. This will provide a very
useful platform for studying visually-guided manipulation
tasks, such as assembly. TRICLOPS will also be used in the
development of active vision applications in inspection,
surveillance, and mobile navigation and exploration.

The high-speed motion, multiresolution imaging, and
fast visual tracking capabilities of TRICLOPS are demon-
strated on an accompanying videotape [16].
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