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The problem of robot control is approached from a systems standpoint where a complete control system must include
all of the aspects involved in moving a robot, not just the algorithms in the classic controls literature. The NASA/NBS
Standard Reference Model for Telerobot Control System Architecture (NASREM) provides the framework for a
complete manipulator control system. It is composed of three hierarchies: task decomposition, world modeling, and
sensory processing. The task decomposition hierarchy divides the task into smaller and smaller subtasks. In order to
achieve the desired decomposition, the task decomposition hierarchy must often access information stored in the
world modeling hierarchy, which contains a workspace representation, object descriptions, robot models, etc. The
sensory processing hierarchy constantly fills the world model with processed sensor information. The NASREM
functional architecture was developed for NASA’s Flight Telerobotic Servicer, a two-armed robot which will build
and maintain the Space Station. However, the control concepts proposed by the NASREM functional architecture
immediately transfer to other applications such as in manufacturing, autonomous vehicles, mining vehicles, etc.

1. INTRODUCTION

In spite of the fact that research in robotics has been
progressing for many years, there are surprisingly few
systems which can be used to compare different algo-
rithms experimentally. There has not been a major
ground swell to develop testbeds although most
researchers seem to agree that this is probably the
only viable method for comparing two approaches.
Instead, researchers have tended to promote one
particular approach at the expense of alternatives
blaming the problem on efficiency, computer
resources, manpewer limitations, and myriad other
excuses.

The problem of the scarcity of testbeds is further
exacerbated by the “institutional biases” injected into
solutions. If the engineers like Company X micro-
computers, it is most unlikely that other alternative
computers have a chance of being chosen unless it is
obvious from the start that Company X micro-
computers cannot do the job. This is true for any
institutional bias: expert systems, blackboards,
whiteboards, hierarchical control. Nevertheless, the
scientific approach compels the scientist to conduct an
unbiased exploration of the alternatives.

There are many approaches to controliing
robots."® One would hope that it is possible to
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303

develop a robot control system that can serve as a
sophisticated robot controller as well as a testbed.
Built on nearly 10 years of work in an automated
factory environment,® the third-generation NBS con-
troller (with the institution bias of hierarchical
control), NASREM, is under development. It was
conceived to bridge the gap between the algorithm
centered approaches and the testbed concept. The
primary contribution revolves around the proper de-
finition of the levels in the hierarchy and the careful
specification of interfaces so that the vast amount of
literature in robotics is supported.

NASREM was originally conceived as the standard
for the control system for the Flight Telerobotic
Servicer so that the system could evolve with technoi-
ogy with minimal impact on the hardware and soft-
ware. The NASREM functional architecture is suited
for other applications such as manufacturing. This
paper describes the purpose and overall organization
of NASREM. Then, two examples of NASREM task
decomposition modules are discussed in terms of
function as well as interface requirements.

2. NASA/NBS STANDARD REFERENCE
MODEL FOR TELEROBOT CONTROL SYSTEM
ARCHITECTURE (NASREM)

One way to view a robot control system is as a two-
level hierarchy.'® The upper level is concerned with
the robot actions which are task dependent but robot
independent while the lower level is concerned with
the robot actions which are task independent but
robot dependent. If each of these levels is examined
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Fig. 1. NASA|NBS Standard Reference Model.

more closely, more resolution can be obtained, result-
ing in the fundamental paradigm of the NASREM
shown in Fig. 1. The control system architecture is a
three-legged hierarchy of computing modules, ser-
viced by a communications system and a global data
system."' The task decomposition modules perform
real-time planning and task monitoring functions;
they decompose task goals both spatially and tempor-
ally. The sensory processing modules filter, correlate,
detect, and integrate sensory information over both
space and time in order to recognize and measure
patterns, features, objects, events, and relationships in
the external world. The world modeling moduies
answer queries, make predictions, and compute evalu-
ation functions on the state space defined by the
information stored in a global data system. The global
data system is a database which contains the system’s
best estimate of the state of the external world. The
world modeling modules keep the giobal data system
current and consistent.

2.1 Task decomposition (plan, execute)
The first leg of the hicrarchy consists of task decompo-
sition modules which plan and execute the decomposi-
tion of high level goals into low level actions. Task
decomposition involves both a temporal decomposi-
tion (into sequential actions along the time line) and a
spatial decomposition {into concurrent actions by
different subsystems). Each task decomposition
module at each level of the hierarchy consists of a Job
Assignment Manager, a sct of planners, and a set of
Executors. These decompose the input task into both
spatially and temporally distinct subtasks as shown in
Fig. 2.

The control system architecture described here is a
six-level heirarchy. At each level in this hierarchy a
basic transformation is performed on the goal. Each

level of the hierarchy has a fundamental philosophy

which describes its behavior. These simple descrip-

tions of the purpose of each level help the designer in
organizing algorithms into the correct place in the
control hierarchy,

Servo Level performs motions which are smali in a
dynamic sense.

Primitive Level (Prim) performs motions which are
large in a dynamic sense.

Elemental Move Level (E-Move)} transforms goals
described from a task point of view (currently in a
geometric fashion) into goals from a manipulator
point of view.

Task Level is the “man-equivalent level”. Goals are
planned based on a geometric description of the
world, incorporating “common sense” physics.
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Fig. 2. Task decomposition.
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Service Bay Level coordinates groups of task level
robots.
Mission Level sets priorities for the activities.

2.2 World modeling (remember, estimate, predict,
evaluate) _

The second leg of the hierarchy consists of world
modeling modules which model (ie. remember, esti-
mate, predict) and evaluate the state of the world. The
“world model” is the system’s best estimate and
evaluation of the history, current state, and possible
future states of the world, including the states of the
system being controlled. The “world model” includes
both the world modeling modules and a knowledge
base stored in a global data system where state
variables, maps, lists of objects and events, and attri-
butes of objects and events are maintained. By this
definition, the world model corresponds to what is
widely known throughout the artificial intelligence
community as a “blackboard™.!? The world model
performs the following functions:

1. Maintain the global data system knowledge base
by accepting information from the sensory system.

2. Provide predictions of expected sensory input to
the corresponding sensory processing modules,
based on the state of the task and estimates of the
external world.

3. Answer “What is?” questions asked by the execu-
tors in the corresponding level task decomposition
modules. The task executor can request the values
of any system variable.

4. Answer “What if?” questions asked by the planners
in the corresponding level task decomposition
modules. The world modeling modules predict the
results of hypothesized actions.

2.3 Sensory processing (filter, integrate,
detect, measure)

The sensory processing hierarchy modules recognize
patterns, detect events, filter and integrate sensory
information over space and time, and report this
information to the world model to keep it in registra-
tion with the external world. At each level, sensory
processing modules compare world model predictions
with sensory observations and compute correlation
and difference functions. These are integrated over
time and space so as to fuse sensory information from
multiple sources over extended time intervals. The
sensory processing modules also contain functions
which can compute confidence factors and probabili-
ties of recognized events, and statistical estimates of
stochastic state variable values.

2.4 Operator interfaces (control, observe, human I/0)

The control architecture has an operator interface at
each level in the hierarchy. The operator interface
provides a means by which human operators, either in
the space station or on the ground, can observe and
supervise the telerobot. Each level of the task decom-
position hierachy provides an interface where the

human operator can assume control. The task com-
mands into any level can be derived either from the
higher level task decomposition module, or from the
operator interface. Using a variety of input devices
such as a joystick, mouse, trackball, light pen, key-
board, voice input, etc., a human operator can enter
the control hierarchy at any level, at any time of his
choosing, to monitor a process, Lo insert information,
to interrupt automatic operation and take control of
the task being performed, or to apply human intelli-
gence to sensory processing or world modeling func-
tions.

The sharing of command input between human and
autonomous control need not be all or none. It is
possible in many cases for the human and the
automatic controilers to simultaneously share control
of a telerobot system. For ¢xample a human might
control the position of the robot’s end effector while
the robot automatically maintains the wrist orienta-
tion.

3. SERVO LEVEL TASK DECOMPOSITION
MODULE

The Servo Level task decomposition module for con-
trolling a robotic manipulator is described in this
section. Servo is responsible for controlling small
dynamic motions of the manipulator, Large motions,
i.e. trajectories, are obtained by concatenating these
small motions as described in the next section.

Figure 3 shows the basic structure of Servo task
decomposition. Also depicted are the interfaces to the
module from Primitive and Operator Control. Servo
can be commanded by Primitive task decomposition
(autonomous mode), by the operator through joy-
sticks or master arms (teleoperated mode), or by a
combination of Primitive and operator inputs (shared
control model). It is the task of the Job Assignment
module to produce a coordinated output from the two
input sources. The output of Job Assignment com-
mands the Planner module for the manipulator. The
Planner feeds periodic data points to the Executor
module. The data points are used by the Executor as
attractors for the manipulator state, That is, the
Executor module cyclically computes control signals
for the actuators of the telerobot based on the dif-
ference between the current state and the desired state
given by each Planner data point. Through this tech-
nique, the manipulator is moved along the desired
trajectory.

The Primitive input to Servo consists of several
parameters which will be described briefly here. The
parameter C, indicates the servo coordinate system.
The options for €, include joint coordinates (Carte-
sian) world coordinates, and (Cartesian) end effector
coordinates. The attractor set for the manipulator,
formed by the vectors z,, 2,4, £, 24 f4, and fi, gives the
desired position, velocity, acceleration, jerk, force and
force rate for the manipulator. These vectors are in
Servo coordinates.
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Fig. 3. Servo Level task decomposition.

The Ks are the gain coefficients which multiply the
error vectors in the control equations. The parameters
S and §' are selection matrices used to select different
control modes for different axes of the servo coordi-
nate system. The Servo-algorithm selects the specific
control algorithm to be used by Servo in approaching
the given attractor. The Status parameter informs
Primitive of the status of the Servo module,

A similar interface exists for the operator command
input. In this interface, the parameter C, specifies the
servo coordinates desired by the operator. The para-
meter R, indicates how redundancy resolution is to be
performed during shared control when C, is under-
specified with respect to C,. The attractor set from
Operator Control is {z,,, 2. Z,., fn}- The K’s and §’s
from Operator Control are similar to the parameters
found in the Primitive command. The Op-algorithm
selects the algorithm desired by the operator. This
parameter also determines overall control mode, i.e.
teleoperated, autonomous, or shared. Op-status
returns status to Operator Control.

The interfaces for Servo task decomposition aliow a
large variety of servo control aigorithms to be used
with the architecture. A large number of examples
from the literature are detailed in Ref. 13.

4. PRIMITIVE LEVEL TASK DECOMPOSITION
MODULE

As stated previously, the Primitive Level task decom-

position module determines manipulator behavior for

motions which are “large in a dynamic sense”. The
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function of the module is to transform a static descrip-
tion of a desired motion into a time sequence of closely
spaced Servo goal points, or attractors.

There are a number of different ways in which
motions may be specified in a time-dependent manner.
For exampie, the desired end effector path may be
specified as a function of a single parameter which
indicates the fraction of the path traveled. Desired
forces along a path may also be commanded for
constrained motions. Instead of a path specification, it
may be more appropriate to simply indicate the
desired direction of movement, along with some con-
ditions which indicate when the motion should be
terminated. This type of motion specification is useful
for generalized damper motions, for example. A third
class of motions consists of those for which the
important goal is the final state, and the exact path to
be followed in achieving the desired goal state is
impossible to specify a priori. An example of this type
of motion command is a vision-servoed move to attain
a position relative to a moving object.

The structure and interfaces of Primitive task de-
composition (Prim) are shown in Fig. 4. Prim receives
commands from the Elemental Move Level (E-Move)
task decomposition module, or from the Operator
Control. The Input command interface includes pro-
visions for specifying the trajectory generation algor-
ithm, the coordinate system of the position and/or
force command descriptions, the names of the objects
being manipulated, and the termination conditions for
the motion. Important factors for Prim to take into
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Fig. 4. Primttive Level task decomposition.

account in generating the trajectory are indicated in
an objective function to be minimized, and a redun-
dancy resolution specification is included to direct the
use of redundant manipulator degrees of freedom. A
priority is given to the manipulator for the motion to
help resolve conflicts over shared workspace during
trajectory execution.

In common with the other task decomposition
modules, Primitive consists of Job Assignment, Plan-
ner, and Executor submodules. These submodules are
cyclically executing processes which together perform
the trajectory generation functions of Prim. The
Prim Job Assignment module manages the queue of
input commands from E-Move and the operator, and
coordinates the transition between autonomous and
manual operation. An input command queue is neces-

sary at the Prim level so that smooth transitions
between consecutive path segments may be planned.

The Prim Planner performs trajectory planning
according to the algorithm and parameters specified
in the input command. For motion along a desired
path segment, the Planner determines time functions
of manipulator position, velocity and acceleration to
perform the path. In doing so, the Planner must take
into account such factors as manipulator and paylead
dynamics actuator limitations, and allowable path
error. The Planner also determines trajectory para-
meters to use with sensory-interactive and other non-
preplanned movements, and Servo feedback gains to
achicve appropriate manipulator impedance.

The Prim Executor module computes the small
intermediate motions which are commanded to Servo
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to execute a trajectory, The Executor module does this
by evaluating the planned trajectory functions, or by
executing the proper sensory-interactive trajectory
algorithm. The Executor module also monitors sensor
states to determine when termination conditions have
been achieved, and performs several functions to
ensure that the commands to Servo wili be valid.

The interfaces to Prim, and the operation of the
Prim Job Assignment, Planner, and Executor modules
for a number of different trajectory generation algor-
ithms are discussed further in Ref. 14.

CONCLUSION

This paper has described the NASREM architecture
in terms of its purpose and overall organization. It was
shown through the examples and two of the task
decomposition modules that the NASREM concept
is sufficiently flexible to act as both a robot
controller and a testbed for robot control algorithms.
The NASREM standard can be used to control any
manipulator. Consequently, although initially de-
veloped for space applications, the NASREM
architecture can be used as the standard for other
applications such as in manufacturing.
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