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The higher levels of a sensory system for a robot manipulator are described. The sensory
system constructs and maintains a representation of the world in a form suitable for fast
responses to questions posed by other robot subsystems. This is achieved by separating the
sensing processes from the descriptive processes, allowing questions to be answered without
waiting for the sensors to respond. Four groups of processes are described. Predictive processes
(world modellers) are needed to set up initial expectations about the world and to generate
predictions about sensor responses. Processes are also needed to analp the sensory input.
They make use of the prodsctions in analyzing the world. A third essential function is matching,
which involves comparing the sensed data with the expectations, and provides emors that help
to servo the models to the world. Finally, the descriptive process constructs and maintains the
internal representation of the world. It constructs the representation from the sensed informa -
tion and the ex aod at all times everyttung known about the world. The
sensory system ve to in the world, but can also deal with interruptions in
sensing, and caa supply information that may not be available by sensing the world directly.
C' I986 Academlc Press, Inc

1. INTRODUCTION

The goal of a robot sensory system is to understand the environment sufficiently
to enable the robot to accomplish i ts assigned tasks. The processes involved in
understanding must operate fast enough so that the robot control system, which
moves the robot, does not have to pause in performing its tasks to wait for sensory
information. Usually, however, the information supplied does not have to be
completely accurate. For example, the position of an object can be given roughly
when the robot i s far away from the object, and can be refined as the robot
approaches the object.

Other factors that characterize the robot sensing problem and differentiate i t from
the general vision problem are more task-specific. A robot operating in a factory has
a much more constrained environment than a robot moving through open country-
side. Both robots need models of the objects they will encounter, but, for the robot
in the factory, the models can usually be much more complete and specific than
those for an autonomously navigating robot. The work outlined in this paper i s
aimed at the problems of a robot working ina factory environment. The approach is,
however, applicable to more general situations, i f various modifications are made.

Consider a robot engaged in servicing a machine tool. Many features in th is
environment are fixed: the machine tool does not change its position, and the
worktable usually i s either stationary or moves with a known velocity. For well-
defined tasks, the appearances of parts to be manipulated are known in advance, and
their changes in appearance throughout the machining process are also known. Th is
knowledge provides powerful constraints that can be used to enhance the perfor-
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mance of the sensory system. I t i s also possible, however, for unknown objects to
appear in the workspace, and a mechanism must be provided to incorporate such
objects into the evolving understanding of the environment.

The above scenario describes the situation for which the sensory system discussed
below was designed. The sensory system i s one part of a comprehensive automated
factory project whose goal i s the complete automation of a small-batch metal-
machining facility (Simpson et al. [15]). " hispaper discusses only the higher levels of
the sensory system. The lower levels, as currently implemented, are described
elsewhere (Shneier [13]; Kent [6]).

Information available to the sensory system has two sources. The f i r s t i s a set of
sensors that examines the environment, and the second i s the a priori information
about the world and the objects in it. While the a priori knowledge base may be very
large, only a small part of it will be needed for any particular task. T h i s i s made
available to the sensory system tbe task i s initiated. A certain amount of
processing may be performed  ti^^ before the task begins. T h i s
processing need not occw in real time. Once the task begins, however, all responses
from the sensory system must occur in real time.

The initial processing involves acquiring models of the expected objects from a
database, setting up initial expectations about the world, and configuring the sensory
system to identify the expected objects. The initial expectations represent the best
guess about what i s in the world. As sensory data are acquired, the best guess i s
constantly updated to reflect the real situation. At all times, the sensory system
attempts to maintain its internal representation in registration with the world. The
sensory system runs asynchronously with respect to the control system, which i s
permitted to ask questions of the sensory system at any time. The control system of
the robot i s informed about the world based on information in this best-guess
workspace representation. Th is removes the need for pauses while the sensors
directly sample the world to respond to control system queries.

Thus, two parallel processes are needed to accomplish a task. First, there i s the
control process that plans and executes the task. Second, there i s the
sensory system that examines the world and workspace representation
using information about the goals of the sponses from the sensors.
Both of these processes are organized cdy. The task i s recursively broken
down into subtasks, until primitive that can be executed directly are
reached. Similarly, the sensory p ler and simpler tasks.
Here, however, the division is along levels of sensory
processing concern themselves with r ationships in the
environment. Lower levels extract and group features, while yet lower levels perform
generic sensory -processing tasks.

The rest of t h i s paper describes the repre processes used for
the higher levels of the sensory system. The n an overview of the
system. I t i s followed by a brief descripti
execution of a task, and each module i s then d

2. OVERVIEW OF THE SENSORY SYSTEM

The sensory system consists of a number of components, each of which has a
specific role in the processing. Components communicate with other components
and cooperate to construct and maintain the internal model of the workspace. The
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FIG. 1. A schematic representation of the higher levels of the sensory system.

sensory system modules must predict the information the sensors will detect, analyze
the sensor data to produce features, match the sensor data with models,
and continuously update the model of the world. Figure 1 shows the modules and
their interconnections.

The knowledge base is external to the sensory system, and stores information
about allobjects that have been entered into the computer-aided design system. For
any specific task, only a smal l subset of these objects will be active. T h e knowledge
base also stores information about fixed objects in the workspace, such as machine
tools, buffer areas, and the robots themselves.

There are two levels of world modelling in the system. The higher level modeller
maintains three-dimensional representations of the objects in the workspace, and
uses them to predict the three-dimensional structure of the scene at any time. T h e
lower level modeller produces two-dimensional projections of the objects, and uses
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them to predict the two-dimensional image features expected at each cycle. It i s
possible to consider yet higher levels of modelling, such as models of relationships
between objects, but this has so far not been investigated.

Images and other sensor data are preprocessed by the low-level system, not
described here, in order to extract a set of meaningful features. The results of
processing the data arc stored first in a two-dimensional database, and, after suitable
processing, in a three-dimensional database. The two-dimensional database has an
associated processor that reconciles data from multiple sensors, and attempts to
match the real two-dimensional data with the expectations. When it i s successful, it
passes the labeled features to the three-dimensional database. Th is database also has
an associated processor, which is used to servo the three-dimensional models to the
sensory data. This results in updated poses for the objects, which are sent back to the
three-dimensional world modeller to improve i t s future hypotheses.

When objects or groups of features cannot be matched with the expectations, they
are sent to the recognition module. The task of th i s module is to attempt to identify
subsets of features with generic objects, using the full three-dimensional models
stored in the world model. This involves a complete graph search, and i s much
slower than the verification matching in the usual situation. When an object is
recognized, i t is instantiated in the world model, and appears in all subsequent
hypotheses.

The system has to deal with both expected and unexpected objects, and cannot
wait until an object has been recognized before interacting with it. This means that
unrecognized objects must be represented in the same way as recognized objects, at
least to the extent necessary for trajectory computations, or for closer examination.
The workspace representation fulfills th is need. It consists of two parts, a spatial
representation and a featurebased representation. The spatial representation records
the parts of the workspace that are empty, full, or about which nothing i s known.
The feature-based representation records information about instances of objects and
features. Links exist between the two representations and between the feature-based
representation and the world models.

The next section describes the sequence of events in the various levels of the
sensory system.

The first stage in the ex g the sensory system.
The knowledge base sends des to be found during the
task to the three-dimensional formation about other
(non-task-specific) structures in the world, and expectations about the initial con-
figuration of the workspace.

workspace representation in registration with the world. Sensors that move about in
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the workspace and supply information about the parts that are visible slowly build
up a comprehensive picture of what is really in the world, and where all the objects
really are. Objects can move or be moved by the manipulator, and this, too, must be
taken into account. Deciding which sensors to use and how best to use them to
maintain the workspace representation is the task of a supervisor processor.

At the start of a cycle, the supervisor decides what kind of sensors to use. In the
case of vision, for example, i t may choose between a floodlight or structured light
sensor. The supervisor commands the lower-level system to take the picture, and the
low levels perform a standard thresholding and connected-components analysis for
floodlit images, or a less-standard approximation using Chebyshev polynomials, in
the case of structured -light images (Shneier et al. [14]).

In the meantime, the two-dimensional world modeller uses information about the
expected position of the camera, and about the positions of objects expected to
appear in the scene to construct windows in the image, and features to be sought in
each window. The sizes of the windows reflect the uncertainties in the positions of
the features. Each expected feature i s labeled using information from the model. The
two-dimensional world modeller also tracks the features in the image over time. The
tracker maintains windows in the image where each feature can be expected, given
its appearance in previous views and the expected motion of the robot. The process
of tracking feature locations aids the feature labelling process done in the two-
dimensional database and plays a vital role in the treatment of unexpected features.

When the processed image arrives at the processor responsible for extracting
features, the windows are placed over the image, and the hypothesized features are
extracted i f they appear. The results of the processing are sent to the two-dimen-
sional data base, where they are reconciled with information from other sensors.

At the two-dimensional database level, the two-dimensional matching process i s
carried out. T h i s i s greatly simplified because the processing of features was already
model driven. Where features were hypothesized, and the hypothesis was confirmed
by the feature detector, the labeling is straightforward. The matched and unmatched
features are sent to the threedimensional matcher, which uses the labelled features
and i ts three-dimensional expectations to match objects. The results are new
estimates of the poses of the objects,which are sent to the threedimensional world
modeller for use in the next iteration of hypotheses. Features that cannot be
matched are sent to the recognition module.

The recognition module takes the unmatched features and performs a search
through all the object models in an attempt at recognition. On success, the results
are sent to the three-dimensional world modeller, which then includes the objects in
later computations. Even without recognition, however, the features will be trans -
formed by the known motion parameters when their two-dimensional projections are
predicted in later views.

In parallel with the matching operations used for naming objects, a separate
process attempts to describe the environment in terms of the space that i s occupied.
T h i s i s done using an octree representation to decompose the volume of the work
area. Each camera image i s projected into the cctree. The objects are intersected with
objects already represented, while the background is projected to carve out volumes
known to be empty. There are l inks between the spatial representation and a
feature -based representation. They allow object names and attributes to be associ -
ated with regions in space.
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The whole process of hypothesis and test, and of describing the world, is repeated
throughout the duration of the task. As mare and more parts of the world are
sensed, the workspace representations became more and more accvrate, and the
expectations converge towards the true situation. The various processes that carry
out the computations are described inmore detail in the next section.

4. PROCESSES

The processes can be divided into four groups. There are predictive processes
(world modellem), pr that match sensor
data with models, and processes that use the sensed data and the predictions to
describe the world.

4.1. Prediction

There are two predictive p ts threedimensional
ond to the worldposes of objects, while th

in the next cycle. Initial1
external database. Input
expected to appear in the
their positions. Also p
workspace, such as

The three-dimens
ual objects. For each instance of each abj
the position and orientation of the object
copy of the generic model for each obj
only responsible for predicting the three-dimensional nature of the world. T h e
workspace representation attempts to maintain an explicit representation of what i s
actually in the world in a form m r e able for responding to questions about the
world.

The three-dimensional modeller predicts how the world will appear at the next
cycle of sensing. Itspredictions are usmi in matching and describing the world. It
also acts as the foundation for the tw
dimensional matching process predicts b
world when it next takes a sample. For
binary response, either touching or not tau
of projected features with
whole image, because typ

The predictions are
dicted positions of the
In the case of vision, the image to be constructed
removed, and must include both recognized and umm
constructed by projec
the set of objects that
partly from an aspect g
(derived off-line from
in the octree. The as
about the appearance of each object from the expected sensor position, and the
octree provides information about the relationships between objects in the scene.

initial expectations of
f fixed surfaces in the

of information about individ-
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This information allows
the image are, in fact,
important for recogni
three-dimensional wo

the sensors (or the
unexpected objects
positions of feature

The two-dimensional rnodeller in

predictions for future images.
The two-dimensional modeller thus acts as a source of predictions of what the

sensor should attempt to extract from i ts input, and where in the input it should look
for information. In the case of vision, for example, it might predict corner features,
and would be able to define a window in the image within which each corner could
be expected to be found. The size: of the window is related e confidence of the
prediction. The predictions are sent io r, and used to
guide their analysis.

4.2. Analysis

The processes that analyze the sensory input are usually sensor specific. Each
sensor produces data that must be modified or sampled to produce useful informa -
tion. Ultimately, however, the information frum the v ~ ~ u s
tegrated and reconciled into a single description.
usually no need to know how the information was
world can be answered without reference to the means b
obtained.

In the case of a visual sensor, low-1
pendent. For example, smoothing and ed
to all images, regardless of the information to
start at the point at which model-based infoma
the system described here, this OCCUTS at the s
image. I t should, however, be mentioned tha
derived information all the way down to the
image-processing machine has been designed to accompli
elsewhere (Kent et al. [7]). The machine i s currently under wnstfllCtion, md is
expected to replace the low-level processing at a later date.

In the current system, low levels of processing extract connected components from
images, and compute various properties of each component. The corn
then sent to the first level that makes use of model knowledge. This i s
which features are extracted. The modelling process predicts which features should
be visible in the image, where they should occur, and provides a con
about the existence and location of each feature. T h e image i s
windows where features are expected, and the feature detectors are
expectations. For example, i f a corner i s expected with a particular in
can be sought explicitly, and lower thresholds can be set for accepting a corner with
the right characteristics. T h i s can, of course, lead to hallucination of features where
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[ll]).I t takes as input labelled features from the sensed data and from the model,
and uses a least squares technique to find the best global match.

The recognition module has a much harder task to perform. Unlike the verifica -
tion processes, however, i t is does not have to operate in real time to find matches.
This i s because the spatial representation will have enough information to enable the
system either to avoid an object or to study it more closely, and, because the object
i s unexpected, the system has to take special action to deal with i t which i s not part
of i t s explicit task. Input to the recognition module consists of generic descriptions
of all the objects, and features extracted by the sensors that were found not to
belong to any expected object. Features are organized according to the components
to which they belong. The recognition module performs an exhaustive search of all
object models, attempting to find subsets of features that are arranged in the same
way in the data as in a model. When a unique match is found, the features used to
find i t and any others that are consistent with the interpretation are passed to the
feature -based representation, which reorganizes i t s features, and the discovered
object i s made known to the world modeller for use in later expectation generation.

The recognizer might not be able to match all features, either because an object
appearing in the scene i s not one for which there i s a model, or because insufficient
features are available to disambiguate the matches. As more sensory data are
acquired, however, most objects will be recognized. Those for which no recognition
is possible are kept in the system, but can only be described by the descriptive
processes and transformed by the modellers. No non-sensed information can be
brought to bear for such objects.

4.4. Description

The aim of the descriptive process is to construct and maintain an accurate and
up-to-date representation of the workspace and i ts contents. The purpose of the
representation i s to act as a buffer between the control system and the sensors, so
that questions about the environment can be answered immediately, without having
to wait while the sensors analyze the workspace.

The workspace representation is divided into two parts, a spatial representation
and a feature-based representation. Together, they describe what i s known about the
workspace, including objects that have been recognized and those that have not. The
workspace representation i s described in Shneier et al. [12].

The spatial representation i s designed to allow answers to questions about empty
and occupied regions. I t i s organized as an octree, a regular decomposition of a cube
into octants. Each octant may be split again, i f it i s not homogeneous, giving rise to
a tree representing the workspace. Homogeneous nodes in the tree, called leaves,
represent empty space, where i t i s known that no objects lie, object volumes, where it
i s possible that an object exists, or unknown regions, where no sensory information
i s available.

The spatial representation i s constructed directly from the visual sensory data.
Each component of each image i s projected into the octree as a cone centered at the
focus of the camera, with a cross section dehed by the silhouette of the component.
As the camera moves about in the world, each object may be seen from many
viewpoints. The intersections of the resulting cones constrain the shapes and
locations of the objects. Similarly, the empty parts of each image project into the
workspace, and give rise to regions known to be empty. T h e octree construction
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process i s described in Hong and Shneier [5]. Other sensors, such as proximity or
structured light sensors, can also supply information to constrain the positions of
objects. Each object node in the octree contains pointers to the feature-based
representation, described below.

The spatial representation i s useful in computing free paths for trajectory analysis,
and for answering questions about the identities of objects or features in given
locations. The representation is also used to simplify the task of the two-dimensional
modeller by explicitly representing the spatial relationships between objects.

The feature-based representation i s linked to both the octree and the world
models. I t has entries for each object known or hypothesized to be in the workspace,
including objects that have not yet been recognized. Each object i s associated with
the set of features that verifies itsidentity, and recognized objects are linked to their
geometric models.

The feature -based representation is especially suited to answering questions about
objects or features by name or by description. Some questions rely on both the
representations for their answers. For example, deciding i f an object i s occluded
from a particular viewpoint involves first finding the entry for the object in the
feature -based representation, and then following the l i n k s to the spatial representa -
tion to find the answer.

For both the spatial and feature-based representations, interactions with the
matching and recognition modules enhance accuracy of the information that i s
stored. When an object i s recognized, i ts features and properties can be extracted
directly from the model, allowing missing information to be filled in and errors to be
corrected. For the spatial representation, recognition removes the uncertainties
about the shapes of objects, allowing a more reliable description. The initial entries
of both the spatial and featurebad representations are derived from the initial
expectations received from the knowledge base.

5. IMPLEMENTATION

Large parts of the senso
complexity. In some cases,
modules, and the modules
inputs and outputs of the vmous m
possible to run the same
course, even those parts that are
other modules interact with them,

the necessary hardware and sensor systems are constructed. A special-purpose
operating system has been developed to take care of interactions between modules
that may reside on different processor types, with different word sizes, and on
different backplanes. In the following paragraphs, brief tions are given of the
states of the various modules.

Currently, the knowledge base consists of a computer-aided design (CAD) data
base containing boundary representations of objects (in an object-based coordinate
system). I t also includes individual octree representations for each object. The
knowledge base also providk task-specific information, such as the number of

Integrating the systemi
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instances of each generic object, and their expected initial positions (Lumia [lo]). A
program exists to read in this data and instantiate the initial conditions for the world
modeller and the feature-basedrepresentation, although the initial octree representa -
tion has not yet been incorporated. (The problem of initially instantiating the octree
i s treated in part by Ahuja and Nash [l]and Boaz and Roach [2]).

The supervisory process, which decides what sensors to use and ensures that the
rest of the system is running, has also been partly implemented. As each process i s
added, the supervisor i s modified to include any necessary additional capabilities.
The two-dimensional world modeller i s in the early stages of development. A simple
tracking capability i s implemented, and work is being conducted on generating
projections of features, and making use of the aspect graphs of objects to speed up
the predictions.

A version of the two-dimensional matcher also exists, although it i s tailored
somewhat to a specific task being performed in the automated factory. The recogni-
tion module, however, has so far not been implemented. The three-dimensional
matcher, and i t s associated object pose finder have been implemented, although they
are not yet integrated with the rest of the system (Rutkowski et ul. [ll]).The octree
maintainer, too, has been implemented, and has also not been integrated into the
system (Hong and Shneier [5]). Other tasks awaiting completion are the construction
of the maintainer for the feature-based representation, and the integration of
responses from multiple sensors (Kent et ul. [8], describes the integration of struc-
tured light and reflectance ranging systems). The interface to the robot controller
also needs extensions and enhancements. Currently, a major obstacle to integrating
the various parts of the system i s the acquisition of suitable hardware. The low-level
modules of the system are implemented on a network of 16-bit microcomputers,
while the higher levels are being developed on 32-bit machines. I t was also found
necessary to design and construct custom hardware for performing fast matrix
operations. The two dimensional matcher and predictor are scheduled to be in-
tegrated into the current system in the coming year, and those modules such as the
octree maintainer, three-dimensional modeller, and three-dimensional matcher, which
exist on a mainframe computer, will be moved to individual 32-bit processors.

6. DISCUSSION

The higher levels of the NBS sensory system have been described in terms of the
kinds of processes involved. A different perspective on the system arises from
viewing the sensory system as four functional planes: the input plane, the interpreta -
tive plane, the representation plane, and the interface plane. There are currently
seventeen functional modules in the NBS sensory system. An extensive network of
interplane connections links the modules in the various planes. The system employs
data-flow paths between modules which may be dedicated links, shared memory, or
common bus transfers. The mode of transfer i s transparent to the system modules.
There i s no necessary correspondence between hardware modules and functional
modules. Hardware choices are dictated by speed and economics, while functional
modules are organized so as to best carry out the sensory processing.

The input plane contains the sensors and their associated preprocessing hardware.
Currently, two forms of vision (a floodlight-based system and a structured light
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system) share the camera hardware module, and constitute the major sensory input
to the system. While other sensors are actively under study, only exploratory work
has been done on integrating these into the system.

The interpretative plane contains modules implementing low-level vision al-
gorithms, as well as the higher level modules described in this paper. In this plane,
the hierarchical structure of the sensory system i s evident, as well as the servo-loop
interaction of the prediction and analysis modules described above. Th is plane
contains the processes that acquire and process sensor data, that predict the
appearance of the world, and that match the predictions with the sensed input.

The representation plane contains modules concerned with the permanent, long-
term, or integrated knowledge of the system. The a priori knowledge base contains
information about the world such as the description of each generic part, the
physical location of the machine tool jig, etc. The octree maintainer and the table
maintainer are processes which build and update the volume-indexed and feature -
indexed portions of the world model database.

The interface plane contains modules which handle communications between the
sensory system and the rest of the world. A module called the server receives and
interprets requests from the control system, and formulates answers based on the
data currently stored in the representation plane. Another module, the ambassador,
is responsible for communications with the external factory database which informs
the sensory system which parts should be present during the task.

In addition to the modules in the planes discussed above, there are others that do
not fit into any plane. One module, the supervisor, spans all of the planes. I t i s
responsible for starting the system, monitoring and maintaining system operation,
communicating with the operator, and determining which resources should be used
in order to minimize the difference between the model of the world and reality.
Another processor, the recognizer deals with unexpected features resulting from
unexpected objects, or from known objects in unexpected locations. I t tries to
recognize unexpected objects by comparing them with all machining stages of all
parts known to the system, not just thought to be currently present.

A system that performs a function to that presented in this paper i s the
ACRONYM system of Brooks [3], although the ways in which the systems operate is
rather different. ACRONYM also comprises four components. They are object
models, predictions from the models, interpretation of images in terms of models,
and descriptions. ACRONYM describes objects using primitives based on gener-
alized cylinders. I t c h that has these volume elements as
nodes, with arcs des the nodes. In addition to the object
graph, a restriction the volumetric models, and also

. ACRONYM uses the graphs to
cene using a constraint manipula-

expected matches of object and
information about the object

instances. The system described in this paper also computes expectations, but they
are more specific to the particular instances of objects expected in the scene, and are
computed in a less general manner. Sacrificing generality for speed i s justified
because of the constrained domain and the real-time responses required. The
construction of an expbcit spatial representation also provides an alternate way of
extracting the three-dimensional information. ACRONYM does not explicitly
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construct windows in which to search for features, but rather attempts to find
constraints on their allowable ranges. In our system, constraints in the spatial
representation are directly represented by the cones in the octree, while those for
features are explicit in the window sizes and the ranges allowed for feature values.

ACRONYM shares with our system the hierarchy of complexity of description. In
our system, this i s achieved by conglomerating features into objects, and objects into
assemblies. In ACRONYM, conglomerations are constructed by attempting to find
groups in the data that are related in a way consistent with a more general model
(e.g., a set of aircraft at an airport).

The similarities in the two systems arise mostly from the fact that both are solving
similar problems (although ACRONYM i s solving a more general form of the
problem). Our approach i s strongly based on servoing the models to the data, and
constructing a description of the world, while ACRONYM i s attempting to solve a
set of constraint equations that together explain the world, but may individually be
incomplete. ACRONYM does not explicitly represent the object instances, and has
no mechanism for dealing with unexpected objects.

Crowley [4] describes a system for representing the world to a mobile robot that
has many features in common with that proposed here. In h i s system, each sensor
modality has i t s own low-level preprocessors, which operate on the current data
from the sensor. T h e results of the processing are integrated into a description of the
world which i s valid for longer times. The differences between the sensed informa -
tion and the model information are used to servo the position of the robot, and to
update the internal representation of the world. The dlfferences between the two
systems arise partly from the task domains for which they were developed, and
partly from the kinds of a priori information available about the world. Crowley’s
system constructs a very simple description of the layout of the world, without any
a priori information about the objects present. Our system constructs a more
detailed description. While it can operate without a priori knowledge, it i s particu-
larly designed to use such information both to construct more meaningful descrip -
tions of the world, and to better constrain the positions of the objects in the world.

7. CONCLUSIONS

This paper has described the design of the higher levels of a sensory system for a
robot manipulator. The goal of the sensory system i s to construct and maintain a
representation of the workspace in a form suitable for very fast responses to
questions about the world posed by other robot subsystems. Th is goal i s achieved by
separating the sensing process from the descriptive process, allowing questions to be
answered without having to wait for the sensors to respond. The sensory system has
to integrate and reconcile all incoming data from sensors and from a priori
expectations. I t has to servo the world model based on errors between the sensed
data and the expectations constructed from earlier information about the world.

Four groups of processes were described to carry out these tasks. Predictive
processes (world modellers) are needed to set up initial expectations about the world
and to generate predictions about sensor responses for each sensory modality.
Processes are also needed to analyze the sensory input. They can usually be broken
into sensory -specific processes and sensory-independent processes, and can make use
of the predictions in analyzing their inputs. Matching i s a third function essential to
the task. Matching involves comparing the sensed data with the expectations, and
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provides the error signals that help register the internal representation with the
world. The fourth process i s the descriptive process that actually constructs and
maintains the internal repre It constructs a spatial and a
feature-based representation and sensed information, and
attempts to ensure that the ch as is known about the
world at all

The four the operation of the
sensory syst des, together constitute
a sensory system that is responsive to changes in the environment, but i s also able to
cope with interruptions in sensing and with unexpected objects in the world. I t can
respond rapidly to queries about the world even when the current positions of the
sensors would make direct inq ble.
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