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ABSTRACT

A h ie ra rch ica l archi tecture i s described which supports
space s t a t i o n te lerobots i n a var ie ty o f modes. The system i s
divided into three hierarchies: task decomposition, world model,
and sensory processing. Goals a t each l e v e l o f the task
decomposition hierarchy are divided both spat ia l l y and temporal ly
i n t o simpler commands f o r the next lower leve l . Th is
decomposition i s repeated until, a t the lowest l eve l , the drive
signals t o t h e robot actuators are generated. To accomplish i t s
goals, task decomposition modules m u s t o f ten use in fo rmat ion
stored i n the wor ld model. The purpose o f t h e sensory system i s
t o update the w o r l d model as rapidly as possible t o keep the
model i n r e g i s t r a t i o n w i t h t he physical wor ld. This paper
describes the arch i tec ture o f the e n t i r e c o n t r o l system hierarchy
and how it can be applied t o space te le robo t appl icat ions.

1. INTRODUCTION

One o f the major d i rec t ions on which the robot research

community has concentrated i t s e f f o r t s i s concerned w i t h planning

and control l ing motion. Given a spec i f ic task, a mot ion plan

must be calculated which meets the task requirements. Then, t h e

plan must be executed; t h e r e must be suf f i c ien t con t ro l f o r the

robo t t o adequately e f f e c t the desired motion.

T ra jec to r ies are o f t e n planned as s t ra i gh t l i n e s i n

Cartesian space [I].Whitney [ 2 , 3 ] developed the resolved

mot ion r a t e con t ro l method f o r Car tes ian st ra ight l i n e motions.
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Paul [4,5,6] used homogeneous coordinate transformat ions t o

describe a t ra jec to ry as a function o f t ime, and Taylor [ 7 ] used

coordinated jo int con t ro l over smal l segments t o keep the

t r a j e c t o r y within a speci f ied dev ia t ion o f the desi red s t ra i gh t

l ine t ra jec to ry .

While the research described above employs a v vkinematic vl

approach t o robot control, another direct ion o f research takes

the manipulator tvdynamics vv i n t o account i n the descr ipt ion o f

robot motion. The dynamic equations o f mot ion a re described

e i t h e r by the Lagrangian formulat ion [ 8 ] o r by the Newton -Euler

equations [ 9 ] . Algorithms and computer arch i tec tures have been

suggested which promise real - t ime dynamic robot con t ro l [10,11] .

Another aspect o f mot ion con t ro l i s concerned w i t h t h e

variables being contro l led. The research described t o t h i s point

was concerned pr imari ly w i t h pos i t ion contro l . The robot moved

f r o m an initial posi t ion t o a goal posit ion. While t h i s i s

perhaps the most common mode, there a re many appl icat ions f o r

robots which suggest t h a t o ther var iables should be contro l led.

For example, force con t ro l would be desired f o r assembly

operations. Ra iber t and C r a i g [ 1 2 ] suggest a method f o r hybrid

pos i t ion / fo rce con t ro l o f manipulators.

These examples point t o the more general problem o f sensory

processing. For a great deal o f robot mot ion research, sensory

processing has been l i m i t e d t o jo int posit ions, ve loc i t i es , and
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accelerations. However, other sensors are o f t e n requ i red t o

accomplish tasks. The con t ro l community has concentrated on the

con t ro l aspects o f t h e robot and as a resu l t , little emphasis has

been placed on sophisticated sensory processing.

Machine vision, an of fshoot o f image processing research,

has recen t l y been associated w i t h advanced robot applications.

One o f the most in terest ing direct ions i n t h i s research area i s

concerned w i t h sensor con t ro l l ed robots. Operating w i t h the

constraints imposed by real - t ime robot control , ea r l y methods

used structured l ight and binary images [13,14,15,16]. These

approaches, though developed a t d i f f e r e n t insti tut ions, shared

many concepts. One o f the important subsequent research e f f o r t s

went toward the development o f model-based image processing.

Bo l les and Cain [17 ] used models o f objects t o guide t h e

algorithms i n a hypothesis/veri f icat ion scheme known as the l o c a l

feature focus method. The concept has recent ly been extended

f r o m t w o dimensional ( i .e . near ly f l a t ) objects t o th ree

dimensional objects [ 1 8 ] . Although t h e approaches described here

have l e d t o a b e t t e r understanding o f rea l - t ime v is ion

processing, the systems lacked a sophist icated interconnect ion

w i t h the robot con t ro l system.

The Automated Manufacturing Research F a c i l i t y (AMRF),

developed a t the Nat ional Bureau o f Standards, i s a

h ie ra rch ica l l y organized small -batch meta l machining shop [ 1 9 ] .

It separates sensory processing and robot con t ro l by a
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sophisticated wor ld model. The wor ld model has t h r e e

complementary data representations. Lumia [ 2 0 ] describes t h e

C A D - l i k e sect ion of the model. Shneier, Kent, and Mansbach [ 2 1 ]

describe the octree and tab le representations supported by t h e

model. The model generates hypotheses f o r t he features which a re

e i t h e r v e r i f i e d o r re fu ted by empir ical evidence. The sensory

system's task i s t o update the appropriate par ts o f t h e world

model w i t h new o r revised data as rapidly as possible. The

con t ro l system accesses the wor ld model as desired t o obta in the

current bes t guess concerning any aspect o f t he world. Shneier,

Lumia, and Kent [ 2 2 ] describe the sensory system and i t s

operat ion i n greater de ta i l . The AMRF was the f i r s t de l ibera te

at tempt t o t i e together sensory processing, wor ld modeling, and

robot cont ro l i n a generic fashion. The system developed f o r t h e

AMRF i s appl icable t o more than manufacturing. This paper

describes i t s use i n space te lerobot ics .

2 . A FUNCTIONAL SYSTEM ARCHITECTURE

The fundamental paradigm i s shown i n Figure 1. The c o n t r o l

system arch i tec ture i s a th ree legged hierarchy o f computing

modules, serviced by a communications system and a common memory.

The task decomposition modules perform rea l - t ime planning and

task monitoring functions, and decompose task goals both

spa t i a l l y and temporally. The sensory processing modules f i l t e r ,

cor re la te , detect, and in teg ra te sensory in fo rmat ion over both
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space and t ime i n order t o recognize and measure pat terns,

features, objects, events, and relat ionships i n the ex terna l

world. The wor ld modeling modules answer queries, make

predictions, and compute evaluat ion functions on the s ta te space

defined by t h e information stored i n common memory. Common

memory i s a global database which contains the system's best

est imate o f the s ta te o f the external world. The wor ld modeling

modules keep the common memory database current and consistent.

2.1. Task Decomposition - H modules
(Plan, Execute)

The f i r s t l e g o f the hierarchy consists o f task

decomposition H modules which plan and execute the decomposition

o f high l e v e l goals i n t o l o w l e v e l actions. Task decomposition

involves both a temporal decomposition ( i n t o sequential act ions

along the t i m e l i n e ) and a s p a t i a l decomposition ( into concurrent

act ions by di f ferent subsystems). Each H module a t each l e v e l

consists o f a j ob assignment manager JA, a se t o f planners P L ( i ) ,

and a set o f executors E X ( i ) . These decompose the input task into

b o t h spa t i a l l y and temporally d is t inc t subtasks as shown i n

Figure 2. This will be described i n greater d e t a i l i n sect ion 4.

2.2. World Modeling - M modules
(Remember, Estimate, Predict , Evaluate)

The second l e g o f t h e hierarchy consists o f wor ld modeling M

modules which model ( i .e . remember, estimate, predict) and

evaluate the s t a t e o f the world. The l lworld model " i s the

systemls best est imate and evaluat ion o f the h is tory , current
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state, and possible future sta tes o f the world, including t h e

s ta tes o f the system being contro l led. The Ilworld modell'

includes both the M modules and a knowledge base stored i n a

2.

3.

4.

common memory database where s ta te variables, maps, l i s t s o f

objects and events, and a t t r i bu tes o f objects and events are

maintained. By t h i s definition, the wor ld model corresponds t o

what i s widely known throughout t h e a r t i f i c i a l in te l l igence

community as a tlblackboard tt [ 2 3 ] . The wor ld model performs the

fo l lowing functions:

1. Mainta in the common memory knowledge base by accepting

information f r o m t h e sensory system.

Provide predict ions o f expected sensory input t o the

corresponding G modules, based on the s ta te o f t h e

task and estimates o f t he ex te rna l world.

Answer "What is? 11 questions asked by the executors i n

the corresponding l e v e l H modules. The task executor

can request the values o f any system var iable.

Answer What if?"questions asked by t h e planners i n

the corresponding l e v e l H modules. The M modules

predict the resul ts o f hypothesized actions.

2.3. Sensory Processing - G modules
( F i l t e r , In tegrate, Detect, Measure)

The third l e g o f the hierarchy consists o f sensory

processing G modules. These recognize patterns, detect events,

and f i l ter and in tegra te sensory in fo rmat ion over space and t i m e .
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The G modules a t each l e v e l compare wor ld model pred ic t ions w i t h

sensory observations and compute cor re la t ion and di f ference

functions. These are integrated over t i m e and space so as t o

fuse sensory information f r o m mu l t i p l e sources over extended t i m e

in te rva ls . Newly detected o r recognized events, objects, and

re la t ionsh ips are entered by the M modules i n t o t h e world model

common memory database, and objects o r re lat ionships perceived t o

no longer e x i s t are removed. The G modules also contain

functions which can compute confidence fac tors and p robab i l i t i es

o f recognized events, and s t a t i s t i c a l estimates o f stochast ic

s t a t e var iab le values.

2.4. Operator In ter faces
(Control, Observe, Def ine Goals, Indicate Objects)

The cont ro l architecture defined here has an operator

i n te r f ace a t each l e v e l i n the hierarchy. The operator in te r face

provides a means by which human operators, e i t h e r i n t h e space

s t a t i o n o r on the ground, can observe and supervise the

te lerobot . Each l e v e l o f the task decomposition hierarchy

provides an in te r f ace where the human operator can assume

cont ro l . The task commands i n t o any l e v e l can be derived e i t h e r

f rom the higher l e v e l H module, o r f r o m t h e operator in te r face .

Using a var ie ty o f input devices such as a joyst ick, mouse,

t rackba l l , l ight pen, keyboard, voice input, etc., a human

operator can enter the con t ro l hierarchy a t any leve l , a t any

t ime o f h i s choosing, t o monitor a process, t o i n s e r t
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information, t o interrupt automatic operat ion and take con t ro l o f

t h e task being performed, o r t o apply human in te l l i gence t o

sensory processing o r wor ld modeling functions,

The sharing o f command input between human and autonomous

con t ro l need no t be a l l o r none. It i s possible i n many cases

f o r the human and t h e automatic con t ro l l e rs t o simultaneously

share cont ro l o f a te lerobot system. For example a human m i g h t

con t ro l the o r i en ta t i on o f a camera w h i l e the robot automatical ly

t ranslates the same camera through space.

2 .4 .1 Operator Contro l i n te r face leve l s

The operator can enter t he hierarchy a t any leve l . The

operator con t ro l in te r face in terprets te leopera t ion i n the

f u l l e s t sense: a te leopera tor i s any device which i s cont ro l led

by a human f r o m a remote locat ion. While the master - slave

paradigm i s cer ta in ly a type o f te leoperat ion, it does no t

const i tu te the only form o f man-machine in terac t ion. A t

d i f f e r e n t l eve l s o f the hierarchy, the in te r face device f o r t h e

human may change but the fundamental concept o f te leopera t ion i s

still preserved. Table 1 i l l u s t r a t e s t h e in te rac t i on an operator

may have a t each leve l .

The operator con t ro l i n te r face thus provides mechanisms f o r

entering new instruct ions o r programs i n t o t h e various c o n t r o l

modules. This can be used on- l ine f o r rea l - t ime supervisory

cont ro l , o r i n a background mode f o r a l t e r i n g autonomous
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t e l e r o b o t plans before autonomous execution reaches t h a t pa r t o f

the plan.

2.4.2 Operator monitor ing in ter faces

The operator in ter faces a l low the human the opt ion o f simply

monitoring any leve l . Windows i n t o the common memory knowledge

base permit viewing o f maps o f service bay layout, geometric

descriptions and mechanical and e l e c t r i c a l conf igurat ions o f

s a t e l l i t e s , l i s t s o f recognized objects and events, ob jec t

parameters, and s ta te variables such as posit ions, ve loc i t i es ,

forces, confidence levels, tolerances, traces o f past history,

plans f o r future actions, and current p r i o r i t i e s and utility

function values. These may be displayed i n graphical form, f o r

example using d i a l s o r b a r graphs f o r scalar variables, shaded

graphics f o r object geometry, and a va r i e t y o f map displays f o r

s p a t i a l occupancy.

2.4.3 Sensory processing/world modeling in ter faces

The operator in te r face may a lso permit in te rac t ion w i t h the

sensory processing and/or world modeling modules. For example,

an operator using a video monitor w i t h a graphics overlay and a

light pen o r joyst ick might provide human in te rp re ta t i ve

assistance t o the vision/world modeling system. The operator

might i n te rac t i ve l y ass is t the model matching algorithms by

indicating w i t h a light pen which features i n t h e image (e.g.

edges, corners) correspond t o those i n a stored model.

A l ternat ive ly , an operator could use a joys t i ck t o l i n e up a
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wireframe model w i t h a TV image, e i t h e r i n 2-D o r 3-D. The

operator might e i t h e r move the wireframe model so as t o l i n e up

with the image, o r move the camera pos i t i on so as t o l ine up the

image w i t h the model. Once the alignment was near ly correct, t he

operator could a l low automatic matching algorithms t o complete

t h e match, and t rack future movements o f t h e image.

2.5. Common Memory

2.5.1. Communications

One o f t h e primary functions o f common memory i s t o

f a c i l i t a t e communications between modules. Communications

within the con t ro l hierarchy i s supported by a common memory i n

which s ta te var iables are globally defined.

Each module i n the sensory processing, wor ld modeling, and

task decomposition h ierarch ies reads inputs from, and w r i t e s

outputs to, t he common memory. Thus each module needs only t o

know where i n common memory i t s input var iables are stored, and

where in common memory it should w r i t e i t s output variables. The

data structures i n the common memory then de f ine the in te r faces

between the G, M, and H modules.

The operator inter faces also in te rac t w i t h t h e system

through common memory. The operator displays simply read the

var iables they need from the locat ions i n common memory. If the

operator wishes t o take con t ro l o f the system, he simply w r i t e s

command var iab les t o the appropr iate locat ions i n common memory.
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The con t ro l modules t h a t read from those locat ions need n o t know

whether t h e i r input commands derived f r o m a human operator, o r

f r o m the next higher l e v e l i n the autonomous con t ro l hierarchy.

2.5.2 State Variables

The s ta te var iables i n common memory are t h e system's bes t

est imate o f the s ta te o f the world, including both the external

environment and the internal s t a t e o f the H, M, and G modules.

Data i n common memory are ava i lab le t o a l l modules a t a l l l e v e l s

of the con t ro l system.

The knowledge base i n t h e common memory consists o f th ree

elements: maps which describe t h e spa t i a l occupancy o f t h e

world, ob jec t - a t t r i bu te linked l i s t s , and s ta te variables.

3 . LEVELS I N THE CONTROL HIERARCHY

The cont ro l system archi tecture described here f o r t h e

Flight Telerobot Sys tem i s a s i x l e v e l hierarchy as shown i n

Figure 3 . A t each l e v e l i n t h i s hierarchy a fundamental

transformation i s performed on the task.

Level 1 transforms coordinates f r o m a convenient coordinate

frame into jo int coordinates. This l e v e l a l so servos

joint posit ions, ve loc i t i es , and forces.

Level 2 computes i n e r t i a l dynamics, and generates smooth

t r a j e c t o r i e s i n a convenient coordinate frame.

Level 3 decomposes elementary move commands (E-moves) i n t o

str ings o f intermediate poses. E-moves a re typ ica l ly

defined i n terms o f motion o f the subsystem being
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cont ro l led (i.e., transporter, manipulator, camera

platform, etc.) through a space defined by a convenient

coordinate system. E-move commands may consis t o f

symbolic names o f elementary movements, o r may be

expressed as keyframe descriptions o f desired

relat ionships t o be achieved between system s t a t e

variables. E-moves are decomposed i n t o str ings o f

intermediate poses which def ine motion pathways t h a t

have been checked f o r clearance w i t h po ten t i a l

obstacles, and which avoid kinematic s ingular i t ies.

Level 4 decomposes object task commands spec i f ied i n terms o f

act ions performed on objects i n t o sequences o f E-moves

defined i n terms o f manipulator motions. Object tasks

typ ica l ly def ine act ions t o be performed by a single

multiarmed te le robo t system on one object a t a t i m e .

Tasks defined i n terms o f act ions on objects are

decomposed i n t o sequences o f E-moves defined i n terms

o f manipulator o r vehic le subsystem motions. This

decomposition checks t o assure t h a t there ex i s t mot ion

freeways c lea r o f obstacles between keyframe poses, and

schedules coordinated ac t i v i t y o f te le robo t subsystems,

such as the transporter, dual arm manipulators,

multifingered grippers, and camera arms.

Level 5 decomposes act ions t o be performed on batches o f p a r t s
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i n t o tasks performed on individual objects. It

schedules the actions o f one o r more te lerobot systems

t o coordinate w i t h other machines and systems operating

i n the immediate vicinity. For example, Level 5

decomposes service bay act ion schedules i n t o sequences

o f object task commands t o various te le robo t serv icers ,

astronauts, and automatic berthing mechanisms. Service

bay actions are typical ly spec i f ied i n terms o f

servicing operations t o be performed by a l l the systems

(mechanical and human) i n a serv ice bay on a whole

s a t e l l i t e . This decomposition typical ly assigns

servicing tasks t o various te le robo t systems, and

schedules serv ic ing tasks so as t o max imize t h e

effect iveness o f the service bay resources.

Level 6 decomposes the s a t e l l i t e servicing mission plan i n t o

service bay act ion commands. Mission plans are

typ ica l l y speci f ied i n terms o f s a t e l l i t e servicing

p r i o r i t i e s , requirements, constraints, and mission t i m e

line. The l e v e l 6 decomposition typ ica l ly assigns

s a t e l l i t e s t o serv ice bays, sets p r i o r i t i e s f o r service

bay a c t i v i t i e s , generates requirements f o r spare p a r t s

and t o o l ki ts, and schedules the a c t i v i t i e s o f t h e

service bays so as t o maximize t h e effect iveness o f t h e

s a t e l l i t e servicing mission. To a la rge extent t h e

l e v e l 6 mission plans will be generated o f f l ine on the
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ground, e i t he r by human mission planners, o r by

automatic o r semiautomatic mission planning methods.

4. DETAILED STRUCTURE O F THE H MODULES

The H module a t each l e v e l consists o f th ree pa r t s as shown

i n Figure 4: a job assignment manager JA, one o r more planners

PL(s), and one o r more executors EX(s ) .

The job assignment manager J A i s responsible f o r

part i t ioning the task command TC into s spat ia l ly o r log ica l ly

d is t inc t jobs t o be performed by s physical ly d is t inc t

planner/executor mechanisms. A t the upper l e v e l s the job

assignment module may also assign physical resources against

task elements. The output o f the job assignment manager i s a s e t

o f j ob commands J C ( s ) , s=l, 2, ..., N where N i s the number o f

spat ia l ly , o r log ica l l y , d i s t inc t jobs.

For each o f these job commands J C ( s ) , t he re ex is ts a

planner PL(s) and a executor EX(s) . Each planner PL(s) i s

responsible f o r decomposing i t s j ob command J C ( s ) i n t o a temporal

sequence o f planned subtasks P S T ( s , t t ) . Planning typ ica l ly

requ i res evaluation o f a l t e rna t i ve hypothetical sequences o f

planned subtasks. The planner hypothesizes some ac t ion o r se r i es

o f actions, t h e wor ld model predicts the resu l ts o f the ac t i on (s )

and computes some evaluat ion function EF(s, t t ) on the predic ted

result ing s ta te o f the world. The hypothetical sequence o f

act ions producing the best evaluat ion function EF(s,tt)max i s
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then selected as the plan P S T ( s , t t ) t o be executed by the

executor EX (s).
P S T ( s , t t ) = PL(s) [ J C ( s ) ,EF(s,tt)max]

where tt i s the t i m e sequence index f o r steps i n the plan. tt

may a lso be defined as a running temporal index i n planning

space, tt = 1, 2, ..., th where th i s the value o f the tt index

a t the planning hor izon. The planning hor izon i s defined as the

per iod into the future over which a plan i s prepared. Each l e v e l

o f the hierarchy has a planning hor izon o f one o r t w o expected

input task t i m e durations.

Each executor EX(s) i s responsible f o r successfully

executing the plan PST(s , t t ) prepared by i t s respect ive planner

PL(s). If a l l t he subtasks i n the plan PST(s , t t ) a re

successfully executed, then the goal o f the or iginal task will be

achieved. The executor operates by select ing a subtask f r o m t h e

current queue o f planned subtasks and outputting a subcommand

S T X ( s , t ) t o t he appropriate subordinate H module a t t i m e t. The

EX(s) module monitors i t s feedback FB(s, t ) input i n order t o

servo i t s output STX(s , t ) t o the desired subtask ac t i v i t y .

STX(s , t+n) = EX(s) [PST(s, t ) ,FB(s,t)]

where n = the number o f s ta te clock periods requi red t o

compute t h e function EX(s ) . n typical ly equals 1. The feedback

FB(s, t ) a lso car r ies timing and subgoal event in format ion f o r

coordinat ion o f output between executors a t t he same leve l . When

the executor detects a subgoal event, it selects the next planned
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subtask f r o m the queue.

Executor output S T X ( s , t ) a lso contains requests f o r

in format ion f r o m the wor ld model M module, and status repor ts t o

the next higher (i+l)l e v e l in the H module hierarchy. The

feedback FB(s,t) contains status reports f r o m the H module a t t h e

i-1th l e v e l indicating progress on i t s current task.

5. CONCLUSION

This paper has described a hierarchical ly organized cont ro l

system and has shown how t h i s generic system can be applied t o

te l e robo t i c appl icat ions i n space by considering the requirements

o f a flight te le robo t i c serv icer f o r the space stat ion.
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TABLE 1 -- OPERATOR INTERACTION AT EACH LEVEL

LEVEL

A t the servo

above l e v e l 1

above l e v e l 2

above l e v e l 3

above l e v e l 4

above l e v e l 5

above l e v e l 6

TYPE OF INTERACTION

rep l i ca master, individual jo int posit ion,
ra te , o r force cont ro l le rs .

j o y s t i ck t o perform resolved mot ion
force/ rate con t ro l

ind icate safe motion pathways. Robot
computes dynamically e f f i c i e n t movements

graphically o r symbolically def ine key poses.
menus t o choose elemental moves.

specify tasks t o be performed on objects.

reassign te lerobots t o d i f f e r e n t serv ice
bays. inse r t , modify, and monitor plans
describing servicing task sequences.

reconfigure servicing mission p r i o r i t i e s .
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