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By using techniques that reduce interference from nearby wireless equipment, picture

quality for streaming video can be improved in wireless computer networks.
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ABSTRACT | This paper is mainly concerned with multichannel

transmission of real-time information such as video over

multihop ad hoc links. We propose two multichannel routing

protocols. The first is based on single-path routing and aims at

suppressing the intrapath interference in a carrier sense

multiple access/collision avoidance network. This is achieved

by developing a link-partitioning scheme where nodes in the

neighboring partitions operate at different nonoverlapping

frequency bands. For this approach, we present a systematic

channel assignment technique that has been specifically

developed for the ad hoc on-demand distance vector routing

protocol. It is shown that this partitioning scheme can consid-

erably enhance the throughput performance of a multihop link.

The second multichannel scheme is developed for transmission

of real-time traffic over multiple-path routes. Bear in mind that

multiple-path diversity routing has been shown to be very

effective in dealing with network congestion in wireline

Internet protocol networks. Unfortunately, in mobile ad hoc

network environments, particularly for real-time traffic, this

approach can suffer greatly from cochannel interference due to

the simultaneous transmission of packets via multiple routes.

In this respect, we have designed a dual-path routing protocol,

which guarantees a different frequency band for each path,

thus eliminating any interpath interference. We show that this

protocol has an important property, which is reducing the

probability of losing both routes at the same time. Based on

this important property, we demonstrate that a combination of

the routing protocol and dual-description video coding can

greatly enhance the ad hoc network performance of video

transmission for real-time traffic.

KEYWORDS | Ad hoc video; interference cancellation; mobile ad

hoc network (MANET); multichannel routing; multihop networks;

multiple description coding (MDC); multiple-path routing

I . INTRODUCTION

Advances in wireless local-area network technology (typ-

ically based on IEEE 802.11) and growing interest in ad hoc

networks for sensitive operations such as first responders

and disaster recovery have created new demands for

delivery of voice and video services over multihop ad hoc

channels. However, due to the dynamic nature of these
networks and a lack of network infrastructure (without a

central administration), providing a reliable end-to-end

real-time communication cannot be easily accomplished.

These difficulties mainly arise from the fact that, under a

varying network topology, maintaining link connectivity in

the network over a relatively long period of time cannot be

guaranteed. Even at times when the connectivity does exist,

the transmission of real-time multimedia traffic may suffer
from significant delay and large packet losses. Indeed, the

problem is limited not only to the effect of harsh channel

conditions which can be accelerated in a hop-by-hop

transmission but also to carrier sense multiple access with

collision avoidance (CSMA/CA) access protocol commonly

used by the IEEE 802.11 family. This protocol controls

access to the shared wireless medium [1], which makes it

very sensitive to interference caused by other active nodes.
Bear in mind that the principle of the CSMA/CA method is

based on a Blisten before talk[ concept. This is aimed at

reducing collisions by simultaneous transmission by

multiple radios. In the shared wireless medium environ-

ments, the collision avoidance method operates in half-

duplex in order to avoid interference by simultaneous

transmission and reception by the same node. On the other
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hand, a half-duplex system does not prevent interference
from other intermediate nodes that are involved in relaying

packets to the next hop. In particular, in the case of

continuous media communications, these interferences

would create a bottleneck in the multihop link.

In our earlier investigations, we have shown that this

situation can be effectively handled via the application layer

by dynamically changing the source bandwidth in accor-

dance with the number of hops from source to destination
[2]. In fact, lowering the source bandwidth at the higher hop

count reduces the probability that farther away nodes will

interfere with each other. Although controlling the source

bandwidth can improve link performance at the expense of

fluctuating the received signal quality, the problem with

interfering relay nodes remains a major challenge. There are

a number of techniques such as power control and

beamforming antenna that have considered in order to
reduce the effect of interfering relay nodes [3], [4]. In this

paper, however, we are mainly concerned with the

multichannel approach to mitigate the effect of interferences

from nearby relay nodes. In particular, we will focus on

addressing the problem of the interferences not only in a

single-path routing but also in a multiple-path routing

diversity. In both cases, we assume that the CSMA/CA

protocol is used at the media access control (MAC) layer. In
addition, in the case of multiple-path diversity routing, we

use multiple description coding (MDC) schemes to evaluate

the performance of the protocol.

This paper is organized as follows: we first briefly review

ad hoc routing schemes, particularly the ad hoc on-demand

distance vector (AODV) [7] and dynamic source routing

(DSR) [8] protocols, which have been used in our

investigations. In Section III, we introduce an efficient
multichannel routing protocol that deals with the effect of

interfering relay nodes in single-path routing. The expansion

of a multichannel assignment concept to multiple-path

diversity routing is then presented in Section IV. We also

present MPEG-4 based dual-description video coding

schemes [48], which have been used to evaluate the

performance of the multiple-path diversity routing protocol.

II . AD-HOC ROUTING PROTOCOL

Routing in mobile ad hoc network (MANET) has led to the

development of many different routing protocols mainly

through the efforts of the Internet Engineering Task Force

[5]. The performance of these protocols generally depends

on the network scenarios, node density, and network

traffic. It can be broadly divided into two categories: flat
routing and hierarchical routing.

In hierarchical routing protocols, nodes are classified

in groups and each node has the information about the

routers in its own group. For this reason, this class of

routing protocols can reduce the size of routing table for

large networks. In fact, further downsizing of the routing

table can be accomplished by breaking down the network

topology into a higher number of layers in the hierarchy
(e.g., group, region, cluster, etc.). Nonetheless, increasing

the number of hierarchical levels would result in higher

communication overheads compared with flat routing [6].

In flat routing protocols, every node knows about other

nodes in the network. They can be designed to function in

a proactive or reactive (on-demand) manner. In the former

case, the routing information is always maintained, and

changes to the network will be updated with or without
traffic. Updating a network is based on sending periodic

control messages in order to maintain routes to every node

in the network. Although this feature may seem to be well

suited for real-time traffic, the rate at which these control

messages are sent must keep up with the dynamics of the

network. Thus, under a high degree of mobility, a fast

update to allow a low-latency route access can lead to a

significant increase in the network overhead.
In contrast, in reactive (on-demand) protocols, a route

between nodes is initiated whenever there is a desire to

establish a link. This is done via a routing discovery

process, which is initiated whenever there is a need to

transmit data packets to a destination. In a route discovery

phase, the route request packets flood the network in

search of a path. As soon as the path to the destination is

identified, a route reply (RREP) message is sent in the
reverse direction towards the source node. Another form

of control message in on-demand routing is the route error

(RERR) message. This message is generated as soon as a

node along the path has detected a link failure. Under this

condition, an RERR is sent in the upstream direction.

Once the source node receives the RERR message, it will

reinitiate the new route discovery process (it should be

noted that a combination of the two routing strategies can
form a hybrid routing where the local connectivity is

proactively maintained, whereas for a faraway node the

search is done reactively via a route discovery process).

Among many on-demand protocols, AODV [7] and

DSR [8] protocols have been perceived as the most popular

and well-developed routing protocols. There are a number

of distinctions between the two protocols. For instance, in

the DSR, every packet must carry the Internet protocol
(IP) addresses of all the nodes along the multihop path

(from the source to the destination), whereas in AODV,

only the destination address is carried in each packet.

Obviously, for a large network where there is a possibility

of having a link with a high number of hops, DSR can lead

to a significant increase in the packet overhead. At the

same time, this protocol has the advantage of storing all the

alternative routes from source to destination. This
inherent multiple-path property makes this protocol very

attractive for the multiple-path routing approach, which

has been exploited in our multiband multiple-path routing

protocol and will be discussed in Section III.

As far as the AODV protocol is concerned, it has the

advantage of lower overhead. AODV is the table-driven

routing protocol maintaining up-to-date routing information
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for every node. Updating the routing table is mainly to
maintain neighbor connectivity and can be accomplished

by frequent transmission of the beacon frame, which is

also known as a Bhello[ message. Bear in mind that the use

of hello messages is optional since maintaining the next

hop connectivity in an active route can be achieved by

other means such as the packet exchanges at the MAC

layer (e.g., acknowledgment). Nonetheless, broadcasting

Bhello[ messages, although at the expense of an increase in
overhead, could provide a better connectivity to all the

neighboring nodes.

In the AODV route discovery process, the source node

first broadcasts an RREQ packet, which propagates

throughout the ad hoc network until it reaches the

destination node or any other intermediate node that has

a route to the destination node. This node then sends an

RREP message to the source node along the path that the
RREQ has been propagated. It should be noted that nodes

that have already received the RREQ, with the same

originator IP address and RREQ ID (incremented for every

RREQ the node initiates), would ignore the RREQ. Indeed,

all the receiving nodes refresh their routing table entries

with information such as the destination IP address, hop

count, precursor, next hop, destination sequence number,

etc. The main role of the destination sequence number is
to ensure that all routes contain the most recent route

information, preventing the formation of a routing loop

[7]. In cases where there are more routes from the source

to the destination, the source node may select the route

with the minimum hop count (shortest path).

Comparisons between AODV and DSR protocols have

been extensively evaluated in [9]–[12]. However, due to

the popularity of this protocol, we have used this for our
multiband routing scheme.

III . SINGLE-PATH MULTICHANNEL
ROUTING AND PARTITIONING

Multichannel protocols have been extensively studied in

the past [13]–[25]. Most of these protocols were concerned

with MAC layer aspects of multichannel transmission
systems, where a higher throughput can be accomplished

by using multiple parallel communications on different

channels. These schemes are generally based on designing

a MAC protocol that allows mobile hosts to dynamically

switch channels in accordance with the channel utiliza-

tion. For example, in [20], the IEEE 802.11 MAC protocol

was modified in such a way that one of the channels is

dedicated to common access control (including RTS/CTS)
and other channels to data communications. Li et al. [21]

also use a similar approach, where they use a control

channel (through RTS/CTS exchange) for channel nego-

tiation and multiple data channels for data and acknowl-

edgment (ACK) frames. A multichannel MAC protocol

based on multiple transceivers [e.g., multiple network

interface cards (NICs)] has also been investigated in [22].

In this approach, one channel is reserved as the control
channel and each traffic channel is dedicated to one flow at

any point of time. These protocols verify the fact that by

utilizing multiple transceivers (e.g., NICs), it is possible to

significantly improve the throughput performance, which

has also been analytically investigated in [23]. Nonethe-

less, even with the help of these protocols, the problem

with interferences from nodes that are more than one hop

away (intrapath interference) still remains a major
deteriorating factor in multihop transmission systems.

Therefore, in this section, we present a multichannel

allocation technique, which is based on a single transceiver

(e.g., NIC).

Before describing the details of the protocol, let us first

consider a wireless multihop link consisting of N nodes,

where a stream of packets is transmitted from node 1 to

node N. The signal-to-(interference plus noise) ratio
(SINR) for the link (i; iþ 1) can be shown as

�i;iþ1¼
Pi=PLi;iþ1

PNoise þ
PN

k¼1ðk 6¼i;iþ1Þ
XkPk=PLk;iþ1

1� i�N�1 (1)

where PNoise is the background noise at node iþ 1, Pi is the

transmitting power at node i, PLi;k is the propagation path-
loss between node i and node k, and Xk is a binary variable,

where

Xk ¼
1; if node k transmits

0; otherwise

�
: (2)

Assuming that all nodes have the same receiving power P0,

we can show

P0 ¼ Pi;iþ1 ¼ Pi=PLi;iþ1; 1 � i � N � 1: (3)

Thus, the transmitting power Pi for node i is

Pi ¼ P0PLi;iþ1; 1 � i � N � 1: (4)

From (1)–(3), �i;iþ1 can be shown

�i;iþ1 ¼
P0

PNoise þ
PN

k¼1ðk 6¼i;iþ1Þ
P0XkðPLk;kþ1=PLk;iþ1Þ

1 � i � N � 1: (5)
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Furthermore, we can rewrite (5) as

�i;iþ1 ¼
1

PNoise=P0 þ
PN

k¼1ðk 6¼i;iþ1Þ
XkðPLk;kþ1=PLk;iþ1Þ

1 � i � N � 1: (6)

From (6), we can observe that �i;iþ1 increases while
increasing P0. We can show the upper limit for �i;iþ1 as

�i;iþ1 G lim
P0!þ1

�i;iþ1

¼ 1

PN
k¼1ðk 6¼i;iþ1Þ

XkðPLk;kþ1=PLk;iþ1Þ

1 � i � N � 1: (7)

The above equation indicates that, despite increasing

the received power, the link efficiency remains entirely
dependent on the path-loss ratio between the neighbor-

ing nodes and their corresponding further away nodes,

which are not in contention with each other. Note that

in the route discovery process, a multihop link is

selected on the basis that only the next hop node should

receive the signal at or above its sensitivity level. For

further away nodes, this signal is expected to be received

below the sensitivity level and, therefore, is classified as
an interfering signal. The amount of interference from

neighboring hopping nodes depends on the input data

rate and the path-loss model.

The path loss is often modeled as a product of distance-

dependent average path loss and lognormal variation in the

local mean power level, i.e.,

PLi;iþ1 ¼ D
pl
i;iþ1

� �
ð100:1�Þ

or

fPLi;iþ1gdB ¼ 10:pl:logðDi;iþ1Þ þ �

where PLiiþ1 is the path between two neighboring nodes

at the distance Di;iþ1, � represents shadowing loss (in

decibels) and is a Gaussian random variable with zero
mean and standard deviations in decibels, and Bpl[ is the

path-loss factor whose value depends on the propagation

medium and antenna characteristics. For example, pl is

normally in the range of two to four, where pl ¼ 2 is for

propagation in free space and pl ¼ 4 is for severe path-

loss environments. To investigate the effect of intrapath

interference on the multihop link performance, we

consider pl ¼ 2 and pl ¼ 4 in the absence of shadow
fading ð� ¼ 0Þ. The multihop link in our simulation

model consists of nine IEEE 802.11b nodes with a

bandwidth of 2 Mb/s, as shown in Fig. 1. In the absence

of any interference, the received power is set to be just

above the receiver sensitivity level (�93 dBm). Obvious-

ly, for the same received power, a higher transmit power

is needed for pl ¼ 4. The input data are generated at a

constant bit rate (CBR) and then encapsulated into fixed
500 byte user datagram protocol packets. Tables 1 and 2

show the throughput performance of the multihop link at

various CBR rates for pl ¼ 2 and pl ¼ 4, respectively. In

these tables, we also list the interfering nodes affecting

the communication link between the first and second

Fig. 1. Multihop link consisting of nine nodes.

TABLE 1 Effect of Interfering Nodes on the First Link (Node 2 Reception) for pl ¼ 2
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nodes (i.e., first link in forward direction). It should be

noted that interfering nodes in these tables have been

listed in decreasing order of their relative impact on

packet losses at node 2. We should also point out that the
main reason for showing the impact of the interfering

nodes on the first link is to signify that this link bears the

highest traffic load and its packet losses would only

reduce the load on the remaining communication links.

Looking at these tables, we can deduce that the highest

throughput is achieved at low rates. This is because packets

are generated at very low speed so that when a new packet

arrives at the source node, its previously transmitted packet
may have already reached a faraway node (or the destination

node). Thus, under lower transmission rates, the relay nodes

in proximity of node 2 are not involved in relaying packets

and, thus, could not possibly interfere (fully or partially) with

the reception of the current packet at node 2. However, at

higher bit rates where packets are transmitted at faster rates,

the probability of having more intrapath interference from a

nearby relay would increase and thereby cause a significant
reduction in the link throughput.

Based on the above observations, in the following we

propose two multichannel strategies that aim at reducing

the intrapath interference in multihop links.

A. Alternate Switching Channel System (ASCS)
Fig. 2 shows a very simple two-channel configuration

system where a node receives and transmits packets in two
frequency bands: B1 and B2. In this example, node i
receives a packet in B2 (R: B2) but switches to B1 when

operating in the transmission mode (T: B1). The frequency

allocation of the next node (node i þ 1) is reversed so that

it receives packets in B1 (R: B1) but switches to B2 for

transmission (T: B2). Under these conditions, the channel

allocation pattern is repeated after every two nodes along a

path from source to the destination. As will be discussed
later, channel allocation for every node in an active link is

determined in accordance with the node’s number of hops

to the destination.

Fig. 3 shows the throughput performance of the single-

channel (SC) and the two-channel (2-CH) switching struc-

tures for a multihop link scenario (see Fig. 1) as a function

of bit rates for pl ¼ 2 and pl ¼ 4. From this figure, we can

see that since there is no interference at lower bit rates,
the throughput remains at maximum (see also Table 1). As

the bit rate increases, the possibility of interference from the

neighboring nodes would also increase, thus causing the

throughput to drop. On the other hand, the 2-CH systems,

by eliminating some the interference from nearby nodes

(operating in a different band), can offer a much better

performance. For example, for pl ¼ 4, where the transmit

power attenuates more rapidly, the major source of intra-
path interference is limited to fewer neighboring nodes

(e.g., two hops away), which can be handled more effec-

tively by the 2-CH structure. As for pl ¼ 2, which corres-

ponds to the free space propagation loss, the source of such

interference extends well beyond a few neighboring nodes.

This is why, even with the alternate switching channel

system (ASCS), the throughput performance cannot be im-

proved significantly due to the increased number of inter-
fering nodes along the path (i.e., nodes using the same

frequency channel). Thus, in order to better control the

amount of intrapath interference, we have extended this

approach by presenting a link partitioning scheme.

Fig. 2. Single NIC, half duplex, two channel switching system with systematic channel assignment for transmission and reception

of data and acknowledgment (ACK) packets.

TABLE 2 Effect of Interfering Nodes on the First Link for pl ¼ 4 (b)
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B. Link Partitioning
In this section, we introduce a more versatile scheme

for multichannel transmission. The scheme is based on
partitioning a multihop link where only nodes in the same

partition use the same frequency channel. For connection

between neighboring partitions, we design a half-duplex

switching node, which will be referred to as a transitional

node. The main attribute of the transitional node is its

ability to sense the transmission medium in two bands

(e.g., B1 or B2) so that it can switch to an appropriate

channel whenever there is a packet to receive. In addition, in
its transmission mode, it can switch between the two bands

to send a packet in forward or reverse direction. Note that

the transitional node is a border node between two

neighboring partitions, where nodes in neighboring parti-

tions do not use the same channel for communications. For

better clarity, Fig. 4 shows a three-node example of a

multihop link where node i� 1 is forwarding data packets to

the destination node iþ 1, via node i. In this example, nodes
Bi � 1[ and Bi þ 1[ are operating in their conventional

single-channel mode (i.e., B2 and B1, respectively) whereas

node Bi[ is instructed to switch to its transitional mode. Bear

in mind that in this mode, node i can listen to both channels

when the medium is idle. Thus, as indicated in Fig. 4, it
can accept a data packet in B1 from node i � 1 or switch to

B2 to receive an acknowledgment from node i þ 1 (after

sending a data packet to node iþ 1 in B2). In the

transmission mode node i, depending on whether to send a

packet in forward or reverse direction (e.g., acknowledge-

ment packet), can switch between B2 and B1.

We should emphasize that, in this multichannel

system, nodes normally operate in the conventional
(default) single-channel frequency band (e.g., B1 or B2).

However, if instructed, they would be able to switch to

transitional mode. The decision as to which node should

switch to the transitional mode (e.g., B1-to-B2 or B2-to-B1)

comes from the routing layer, which will be discussed in

more detail later.

Fig. 5 shows a number of configurations that uses

different size partitions of the nine-node multihop link
depicted in Fig. 1. For example, in Fig. 5(a), the link is

partitioned into two sectors via only one transitional node.

In the other configurations (b)–(d), the link is divided into

more partitions. We note that configuration (d) has a

similar structure as the 2-CH alternate switching system

described earlier (see Fig. 2).

We assessed the effect of intrapath interference on the

throughput performance using the same path-loss factors
as before (i.e., pl ¼ 2 and pl ¼ 4). We should point out

again that the transmit power in both cases had to be

adjusted so that the received power would be the same for

every node along the path. Figs. 6 and 7 show the through-

put performance as a function of the bit rate for all the

configurations depicted in Fig. 5. We can observe that

while configuration (a) offers the best throughput results

for pl ¼ 2 (see Fig. 6), it also produces the worse
performance in the case of pl ¼ 4 (see Fig. 7). This is

because at pl ¼ 4, the transmit signal decays at a much

faster pace and, thus, nodes in the neighboring partitions

(e.g., same channel) are too far away to interfere from each

other. It is for the same reason that configuration (d),

which has the smallest partition size (one hop), by block-

ing any interference from two hops away nodes produces

the best results. This is then followed by configurations
(b), (c), and then (d), which is in accordance with the

increasing order of their partitions size (see Fig. 7). At the

same time for pl ¼ 2, the interference may spread well

over a few neighboring nodes and include some interfering

nodes from different partitions. In other words, under less

severe propagation environments, the source of interfer-

ence is not only limited to nodes in the same partititon

(intraparititon interference) but also from nodes in the
same-channel neighboring partititons (interparititon in-

terference). That is why configuration (a), which is free

from any interpartititon interference, produces the best

performance in the case of pl ¼ 2.

Based on the above observation, it becomes clear

that, for a given channel propagation model, the size of

each partition can play a crucial role in controlling both
Fig. 4. Partitioning of a multihop link via the proposed

transitional node.

Fig. 3. Performance comparisons between SC and switching 2-CH

switching system for path-loss (pl) factor of 2 and 4.
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intra- and interpartition interference. To minimize the

intrapartition interference, the size of each partition

should be kept as small as possible, but at the same time

it should be large enough to provide a sufficient gap be-

tween the two neighboring partitions of the same fre-

quency band. It is also important to note that the amount of
inter- and intrapartition interference also depends on the

data transmission bit rates. For instance, as the data rate

increases, the interpartition interference is the first source

of interference. However, as the bit rate increases further,

the intrapartition interference will then be added, which,

together with the interpartition interference, can cause a

sharp drop in the throughput performance.

C. Three-Channel Extension
In the previous section, we observed that a smaller size

partition could effectively reduce the intrapartition

interference, but this would be at the expense of reducing

the distance between two neighboring partitions (same

channel). Bear in mind that a shorter distance between the
interfering partitions could result in an increase in the

interpartition interference, especially under less severe

path-loss environments. Obviously, by utilizing more non-

overlapping frequency bands, we should be able to effec-

tively control the size and distance between the interfering

partitions. Based on the same strategy, such an extension is

rather straightforward. It uses the same transitional node

Fig. 5. Two-channel link partitioning: configurations (a)–(c).
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in order to allow switching between two nonoverlapping

bands. As an example; Fig. 8 illustrates two configurations

of the same multihop link (see Fig. 1). Configurations (a)

and (b) in this figure correspond to the partition size of
three-hop and two-hop, respectively.

Both configurations have been used to assess the per-

formance of the three-channel structures. Fig. 9 shows

their throughput performance with path-loss factors of

pl ¼ 2, and pl ¼ 4. As expected, the three-channel (3-CH)

extension, compared with the 2-CH system (see Figs. 6

and 7), can considerably improve the link performance.

We note that with pl ¼ 4, the configuration (b) can
effectively suppress both interpartition and intrapartition

interferences. In the case of pl ¼ 2, the interpath
interference can still remain a limiting factor. This

indicates that, under less severe propagation environ-

ments, utilizing more nonoverlapping channels would be

required. However, in our experiments utilizing a link

consisting of a higher number of nodes, we observed that

the proposed link partition approach does not require too

many nonoverlapping channels in order to effectively

eliminate the interference. Bear in mind that the main
objective of deploying more channels is not only to reduce

the size of each partition (reducing the intrapartition

interference) but also to allow a larger gap between the

interfering partitions and, therefore, reduce the inter-

partition interference.

D. RTC/CTS Mechanism in MultiChannel
Link Partitioning

In IEEE 802.11b [1], for example, the optional request-

to-send (RTS) and clear-to-send (CTS) provides handshak-

ing control over the CSMA/CA environment, which aims

at minimizing collisions among hidden nodes. This occurs

when two nodes that do not sense each other attempt to

send a packet to the third node, which is within their

transmission reach. Consequently, this situation can cause

both packets to collide and, thus, prevent either packet
from being delivered successfully at the third node. In the

case of a link partitioning scheme, the hidden terminal

problem obviously exists within each partition, as shown in

the example depicted in Fig. 10.

In this example, nodes i� 4 and i� 2 cannot hear each

other and their packets could collide at the access node

i� 3. However, in the vicinity of the transitional node, the

neighboring nodes (i.e., i� 1 and iþ 1) do not use the same

Fig. 7. Throughput performance of the two-channel systems corresponding to configurations (a)–(d) in Fig. 3 for propagation factor of pl ¼ 4.

Fig. 6. Throughput performance of the two-channel systems

corresponding to configurations (a)–(c) in Fig. 3 for path-loss

factor of pl ¼ 2.
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frequency band. Here, the transitional node i, although

capable of hearing both channels (when the medium if

free), can only switch to one of the channels to receive a

packet. In other words, there would be no collision, but the

transitional node i can only receive one of the packets.

Keep in mind that the medium reservation via the RTS/

CTS handshaking can solve the hidden terminal problem,

but this would be at the expense of extra overhead. The
additional overhead is mainly because a node (e.g., node

i� 4 in Fig. 10) prior to transmitting a data packet will first

send an RTS packet to its next hop destination node. By

sending a CTS reply, this node can pave the way for

receiving a data packet without fear of collision. Regarding

the proposed multichannel scheme, RTS/CTS can play the

same handshaking role within each partition.

Fig. 11 shows the throughput performance comparison
of single-channel and two-channel partitioning with and

without the RTS/CTS option. For the sake of simplicity, we

only use configuration (a), which offers the best perfor-

mance for pl ¼ 2 (see Fig. 6). Looking at these results, we

can see that the RTS/CTS mechanism can have an adverse

impact on the throughput performance. Indeed, as the bit

rate increases, the transmission of the RTS/CTS frames

would also increase. We can also observe that by increasing
the number of maximum retransmissions, the RTS/CTS

remains ineffective as far as improving the throughput is

concerned.

E. Route Discovery and Data Transmission
In this section, we are mainly concerned with the ad

hoc routing aspects of the multichannel schemes and,

particularly, the way in which every node along the path is

Fig. 8. Three-channel partitioning systems: (a) two-hop and (b) three-hop configuration.

Fig. 9. Throughput performance of the 3-CH system corresponding to

configurations (a) and (b). (a) pl ¼ 2 and (b) pl ¼ 4.
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assigned to a specific frequency band. In this respect, we

have considered the AODV routing protocol [7].

In the route discovery phase, which includes initiating

RREQ and RREP packets, all the nodes operate initially in a

single channelVe.g., B1Vin search of a route from source

to destination. As soon as a route is established, each node

along the path will know the hop count to the destination.

Bear in mind that in the AODV protocol, the hop-count
information is attainable from the routing table. This

information is then used to assign an appropriate frequency

band to each node along the newly established path.

In the case of ASCS, nodes with an odd hop count to the

destination node are assigned to B1 for transmitting packets

(transmission mode) and B2 for receiving packets (receiv-

ing mode). Similarly, nodes with an even hop count will

adjust their transmission frequency at B2 and reception at
B1. In this case, a node uses the same frequency band for

transmission of data and ACK packets.

For the 2-CH partitioning approach, as shown in Fig. 5,

a link can be divided into partitions where nodes in neigh-

boring partitions will be assigned to different nonoverlap-

ping frequency bands. For example; defining j as the

number of hops in each partition, configurations (a)–(d) in

Fig. 5 correspond to j ¼ 4, j ¼ 3, j ¼ 2, and j ¼ 1, respec-

tively. For a partition size of j hops, the channel allocation,

based on each node’s hop count (accessible from the AODV

routing layer), can be arranged by first defining

D ¼ fI;Mg

where

I ¼ Int
hop count

j

� �

and

M ¼ Mod
hop count

j

� �
:

Fig. 10. Hidden node effect in link partitioning.

Fig. 11. RTS/CTS effects on single-channel and 2-CH partitioning [configuration (a) with pl ¼ 2].
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In the above, Intf:g represents the integer part of
division and Modf:g is defined as unsigned modulus

function (unsigned remainder after division).

To set an appropriate mode of operation to every node

along the path, the values of the first and second term in

Df:; :g will be used for channel allocation. For example, for

k ¼ 0; 1; 2; . . .

If
I ¼ 2k

M ¼ 0

�
A node switches to its transitional

mode : B1 $ B2

and for

I ¼ 2k
M ¼ 1; 2; :; :; j � 1

�
A node is a B1 node:

Otherwise

If
I ¼ 2k þ 1

M ¼ 0

�
A node switches to its transitional

mode: B2 $ B1

and for

I ¼ 2k þ 1

M ¼ 1; 2; :; :; j � 1

�
A node is a B2 node:

For a 3-CH system, Fig. 8 shows two examples with

partition sizes j ¼ 3 and j ¼ 2 that use three nonoverlapping

bands: B1, B2, and B3. In order to ensure the longest possible
distance between the same channel partitions, 3-CH would

only require three types of transitional nodes, e.g., B1-to-B2,

B2-to-B3, and B3-to-B1. Thus, in a similar arrangement

described above, any node along the path will be assigned to

an appropriate operational mode according to the first and

second terms in Df:; :g. For k ¼ 0; 1; 2; 3 . . .

If
T¼3k þ 2

M¼0

�
a node is the transition nod, e.g.,

B1$B2:

In this case, all the j � 1 preceding nodes, i.e.,

T ¼ 3k þ 2

M ¼ 1; 2; :; :; j � 1

�
will be assigned to B1:

Similarly

If
T¼3kþ1

M¼0

n
a node is the transition nod, e.g., B2$B3

and all its j� 1 preceding nodes will be assigned to B2 as

shown below

T ¼ 3k þ 1

M ¼ 1; 2; :; :; j � 1

�
will be assigned to B2:

Finally

If
T ¼ 3k
M ¼ 0

n
a node is the transition nod, e.g., B3 $ B1

and all its j� 1 preceding nodes

T ¼ 3k
M ¼ 1; 2; :; :; j � 1

�
will be assigned to B3:

It should be noted that in this arrangement, the first

node and the last node in a link do not need to operate in a

transitional mode, even if they are selected as one. In

addition, depending on the number of nodes in the link, the

first partition in the path may be of a smaller size [see

Fig. 5(b) for 2-CH and Fig. 8(a) for 3-CH]. We should point

out that this proposed multichannel channel allocation
method can be easily extended to include more nonover-

lapping channels.

F. Route Maintenance
If a node along the path detects a route breakage to the

next hop node, it will send a RERR to the source node based
on the channel that is allocated to every node for trans-

mitting a packet in reverse direction (see Figs. 5 and 8). As

soon as the route is declared broken, all nodes will switch

back to a single frequency band system (i.e., B1). The source

node will then originate a new RREQ using this channel in

order to find a new route. Once the new route is established,

the channel allocation for every node begins via the MAC

layer, based on the node’s hop count to the destination.
Finally, we should emphasize that the main thrust of

the proposed partitioning scheme is to minimize the

amount of intrapath interference as soon as a multihop

link has been established for data traffic. Nonetheless, in

mobile ad hoc network environments, a link may have to

be rediscovered from time to time, and this process can

cause a long delay [39]. However, a combination of

multiple-path routing and multiple-description coding may
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improve the ad hoc routing performance under mobility
conditions. Therefore, in the next section, we investigate

the application of a multichannel strategy for multiple-

path routing in order to eliminate the effect of interference

between the multiple routes (interpath interference).

IV. MULTIPLE-PATH
MULTICHANNEL ROUTING

In the previous section, we described a multichannel routing

strategy aimed at improving the multihop link performance

in a single-path route from source to destination. In this

section, our objective is to tackle another major obstacle in

supporting real-time traffic, which is the long delays associ-

ated with frequent route changes due to the dynamically

changing network topology. This includes latency in detect-

ing a link loss as well as the time needed to discover a new
route. A viable method to reduce the probability of losing a

link is to use a multiple-routing approach, which has been

extensively studied in recent years [26]–[36]. Indeed, one of

the criteria in designing a multiple routing protocol is to

increase the possibility of having at least one route from the

source to the destination, particularly in the case of conti-

nuous media communications. On this basis, [33] presents a

method where only one route is primarily used and alternate
routes are utilized when this route is broken. Since this

approach is based on a single stream transmission, it can still

suffer from the delay associated with detection of a link loss.

For multiple-path routing with simultaneously trans-

mitted packets, split multiple-path routing (SMR) has

been proposed in [36], which focuses on building and

maintaining maximally disjointed paths. It should be noted

that the selected multiple routes may share some of the
nodes (joint nodes) along their paths to the destination.

This not only would cause congestion but may also prevent

utilizing network resources most efficiently. The SMR

protocol is based on DSR and the traffic load is distributed

in two routes. Analytical results in [37] reveal that, in

comparison with a general single-path routing protocol, a

split multiple-path routing mechanism can provide better

performance in terms of congestion and capacity. How-
ever, in this paper, the effect of cochannel interference

between different paths has not been taken into consid-

eration. Bear in mind that even in the absence of any joint

nodes, multiple routes from source to destination are

normally within the interference range of each other.

Obviously, this can significantly deteriorate the end-to-end

communication performance. On the other hand, if each

route can operate in different frequency bands, the effect
of cochannel interference can be eliminated [26].

Therefore, here we are mainly concerned with evalu-

ating the performance of dual-band/dual-path networks for

video traffic. In particular, we are interested in reducing

the possibility of losing both routes at the same time, which

could otherwise have a significant impact on the recovery of

video. In the following, we present the details of this dual-

band DSR-based protocol. Since the protocol is primarily
designed for transmission of MDC data packets, we use an

MPEG-4 based dual-description video-coding scheme to

evaluate the multiband/multiple-path routing protocols

and compare it with the SMR protocol.

A. Dual-Channel/Dual-Path Routing (DDR)
Let us assume that every node can be assigned to two

different nonoverlapping frequency bands B1 and B2 where
the channel assignment is controlled by the MAC layer. For

the ad hoc routing protocol, we have considered DSR [8].

This protocol with its inherent routing structure can be

easily extended for multiple-path diversity routing.

For instance, in DSR, when a source node originates a

new data packet addressed to the destination node, the

source node will insert a source route in the header of the

packet, which gives the sequence of hops from the source
to the destination. Normally, the sender will obtain a

suitable source route by searching its Broute cache.[ If no

route is found in its cache, it will initiate the route

discovery to find a new route to the destination [8].

To initiate the route discovery, the source node will

broadcast the RREQ packet in order to find paths to the

destination. Each RREQ identifies the source and destina-

tion of the route discovery, which contains a unique request
identification (ID). Each RREQ also contains a record listing

the address of each intermediate node through which this

particular copy of the RREQ has been forwarded.

When another node receives this RREQ and is the

destination of the route discovery, it returns an RREP to

the source of the route discovery. Otherwise, it will check

if this RREQ is duplicated or not by the ID. If it is not the

duplicate, it appends its ID and rebroadcasts the packet.
Otherwise, it will discard this duplicate RREQ.

It should be noted that it is very likely that good routes

will be dropped if we drop all the duplicate RREQs [36].

An example of a two-band routing system is shown in

Fig. 12. As can be observed, we may only get the routes of

S-1-4-D and S-3-2-D. Routes S-1-2-D and S-3-4-D will be

discarded because of the duplicate RREQ. In order to avoid

discarding good routes from the source to the destination,
in this protocol we modify the transmission schemes of the

RREQ compared with DSR. For example, instead of dis-

carding every duplicate RREQ, intermediate nodes will

forward the RREQ whose hop count is not bigger than that

of the first received RREQ, even if they have the same ID.

In this way, the source node may obtain all possible routes

to the destinations [26].

An example of a DDR routing protocol is shown in
Fig. 13, where the source node will select the two best routes

from the route cache for data transmission at B1 and B2. In

this protocol, all the nodes can listen to both frequency

bands B1 and B2. Let us assume that the source node initially

sends the RREQ in band B1. The other nodes will then use

the same band to broadcast the RREQ and to send the RREP.

When the source node receives all the RREPs, it will obtain
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multiple routes to the destination, which are stored in the

route cache. However, it is possible that there would be too

many potential routes from the source to the destination,
particularly when the node density is high.

In order to avoid excessive overhead, we set a threshold

in the destination node in such a way that if the number of

RREQs received by the destination is smaller than this

threshold (e.g., ten), the destination will send an RREP.

Otherwise, the destination will discard this RREQ.

To measure the performance of each route for the

selection process, we use the following metrics.
a) Hop count.

b) Power budget: the total power loss when

transmitting a packet from the source node to

the destination, which is defined as [38]

Power Budget ¼
XN�1

i¼1
PLi;iþ1

where PLi;iþ1 is the power loss between nodes i
and i þ 1, N is the hop-count of this route,

PowerBudget is the total power loss of this route.
c) Number of joint nodes between two routes.

In this protocol, we insert the power budget into the

routing entry. To carry the power loss information, we use

the reserved bits of the RREP. The process begins from a

node located one hop away from the destination node.

When this node receives the RREP from the destination, it

first calculates the power loss ðPLN�1;NÞ from the

destination based on the transmitting power and receiving
power and appends it into the route entry. Then it will

send this power loss information to the next node in the

direction of the source. The receiving node then calculates

the new power loss ðPLN�2;N�1Þ between these two nodes

and adds it to the previous power loss ðPLN�1;NÞ from the

RREP. After that, it will send the new total power loss

ð
PN�1

i¼N�2 PLi;iþ1Þ to the next node in the reverse direction

Fig. 12. Route discovery process.

Fig. 13. DDR protocol.
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with the RREP. This process continues until reaching the
source node. In this way, we can obtain the power budget

for this route. We should point out that, to avoid the

complexities involved in the implementation of the power-

budget metric, we can use the route acquisition latency

metric [36]. For example; in this metric, the shortest delay

route is the one through which the destination node

receives the first RREQ.

1) Multiple Route Selection: In the route selection process,

the source node will try to find the two best routes based on

the above metrics. First, a route with the smallest hop count

has the highest priority (metric a). If two or more routes

have the same hop count, then the power budget (metric b)

is used to select the route with the lowest power loss.

The next step is choosing the second best route amongst

the remaining routes. In this case, the priority is given to a
route with a minimal hop count. However, if two or more

routes have the same minimal hop count, we will consider

the number of joint nodes between the current route and

the first best route. The route with smallest number of joint

nodes will be selected as the second best route. In the case

where there are more routes with the same number of joint

nodes, the route with the minimal power budget will be

selected.
We should point out that although joined nodes may

not seem to have any major impact on the dual-channel

protocol’s performance as far as interference is concerned,

under mobility conditions it reduces the possibility of

losing both routes at the same time. Bear in mind that

maintaining at least one route would be a crucial factor for

real-time video applications.

2) Data Packet Transmission: After the source selects the

two best routes, two data streams will be sent to the

destination along these two routes in different bands: B1 or

B2 as shown in Fig. 13. After the intermediate node

receives the data stream, it will relay the data packet

according to the sequence of hops stored in the header of

the packet. The data packet will be transmitted in the band

in which this packet is received.

3) Route Maintenance: Normally, a route can be

disconnected because of mobility or packet collision. In

this protocol, when one node detects a broken link, it will

send the RERR packet. Once the source node receives the

RRER packet, it will remove every route entry in the route

cache, which uses the broken link. Under this condition, the

source node will assess how many active routes are left in the
route cache to the destination using the following steps.

• If there is more than one active route left in the

route cache, the source node will select the two

best routes (i.e., among the leftover routes)

according to the rules mentioned above. The data

packet will be transmitted with these two routes

each using a different frequency channel.

• If there is only one route left, the source node will
continue using it while initiating a new RREQ at a

different channel. The source node will then append

all the newly discovered routes, which may include

the existing active route, into the route cache.

Finally, the source node will select the two best

routes in the route cache for data transmission.

• If there is no route left, the source node will

initiate a new RREQ at band B1 (or B2). Then the
source node begins a new route discovery process

as discussed before.

B. Dual Description Video Coding
The performance of the proposed dual-path routing

scheme for real-time video applications can best be eval-

uated using dual description video coding. Bear in mind

that the basic principle of MDC is to encode a source into
two (or more) bitstreams, such that a high-quality recon-

struction is achieved when both (all) bitstreams are re-

ceived successfully. On the other hand, a lower but still

acceptable quality reconstruction can be accomplished in

the presence of only one bitstream. To satisfy these re-

quirements, it is essential to introduce correlations be-

tween the two descriptions such that if one of the

descriptions is lost, it can be estimated from the other.
Introducing correlations would consequently result in

expanding the source bandwidth. This can only be justified

if multiple routes route from source to destination do not

always endure the same losses at the same time. However,

this depends on the network’s ability to provide multiple

reliable routes. In addition, any improvement in the

service quality should not ignore the effect of increased

traffic load on the network. Optimizing tradeoffs between
network resources, bandwidth expansions, and distortion

are the most challenging aspects of MDC/multiple-path

routing and are beyond the scope of this paper.

As far as the coding aspects of MDC are concerned,

there have been extensive works in the past several years

[40]–[51]. For image communications, [44] presents an

MDC scheme that uses pairwise transforms to introduce a

controlled amount of correlation (and hence, redundancy)
between the two bitstreams with the objective of improving

the image quality when only a single description (SD) is

received. This general framework claims to yield acceptable

images from a single description with only a small amount

of redundancy. Other image-coding schemes have also

been proposed in literature, including overcomplete frame

expansions [46], wavelet, and subband coding [47]. In the

case of video in particular, it is more than just applying an
MD image coder to the prediction error signal. The main

difficulty with motion-compensated interframe coded

video is the effect of a distortion propagation phenomena,

which is due to a mismatch between the encoding and

decoding loops. For instance, the use of multiple coding

modes and redundancy allocation among the descriptions is

investigated in [48]–[50]. In [51], a mismatch, due to
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motion compensation, has been taken into consideration by

interlacing high- and low-quality coded frames to produce

two bitstreams where a loss of one description does not

affect the other.

Here, however, we are mainly concerned with eval-

uating the performance of the proposed multiple routing

protocol for video applications. In this respect, we have
implemented a simple temporal-based dual description

coding (TDDC). In the TDDC scheme, odd and even in-

dexed frames are encoded separately using motion-

compensated interframe coding. Under these conditions,

each coded prediction frame (P-frame) will depend on the

earlier P-frames and if one description is entirely lost, the

frame rate will be reduced. The operation of the TDDC can

best be described by looking at Fig. 14. As illustrated, the
same INTRA coded frame (i.e., frame I0) is used for both

descriptions. In addition, the INTRA reset can be applied

to prevent propagation of distortion in either description.

In this figure, we have also shown the packet-loss

concealment arrangement. The decoder interpolates the

missing information using the colocated pixel values from

the nearest frames, which are transported via the other

description (see Fig. 14). This simple concealment
arrangement can be very effective if both routes do not

suffer link breakage around the same time.

For the sake of comparison, we have also considered a

so-called duplicate transmission coder (DTC), where the

video is encoded in a single description and then each

coded packet is transmitted via both routes. For the DTC,

as shown in Fig. 15, the concealment process consists of

two distinct cases: Case 1 assumes that packet drops
within the nth frame of the first and second description

are not colocated. In this case, the corresponding decoded

packets in the nth frame of one description are utilized to

fill in the missing area in the other description. Case 2 is

mainly concerned with a more undesirable situation,

where the same packets have been dropped in both routes.

Under this condition, we can estimate the missing in-

formation using, for instance, the directional interpolation

presented in [52].

C. Performance Evaluations
In this section, we access the performance of video

transmission over ad hoc networks using a combination of

the TDDC and the DDR protocol. For the sake of
comparison, we also use the single-channel SMR protocol,

as well as the duplicate coder. Both the TDDC and DTC

schemes are implemented using the MPEG-4 verification

model (without B frame option).1 The average bit rate for

each description is 320 kb/s. We use two test sequences:

BForeman[ (QCIF, 15 fps, and 100 frames) and

BCoastguard[ (QCIF, 15 fps, and 100 frames). As

mentioned earlier, the TDDC technique uses the same
INTRA coded frame (i.e., frame 0) for both descriptions.

For the remaining frames, the odd-indexed frames and the

even-indexed frames are independently encoded for

transmission over route 1 and route 2, respectively.

In our mobile ad hoc test scenario, nodes are placed in

a rectangular field (400 
 1500 m2) and move randomly.

The mobility model uses the random waypoint model

[53]. The number of nodes was varied to change node
density. As before, in the physical layer, the transmission

power is 10 dBm, the receiver sensitivity is �93.0 dBm,

the IEEE 802.11b data rate is 2 Mb/s, the noise factor is

10.0, and the path-loss factor is pl ¼ 2 (free space).

In the simulations, we use the following metrics to

evaluate the performance.

1) PTwoRoutes is the probability of having two

reliable routes simultaneously from the source to
the destination. It is defined as

PTwoRoutes ¼ numWithTwoRoutes

numSent

 100%

Fig. 14. Temporal-based dual description coding with packet concealment arrangements.

1All documents related to JVT (H.264 & MPEG-4 Part 10): ftp://
ftp.imtc-files.org.
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where BnumWithTwoRoutes[ is the number of
packets received at the destination via both routes

and BnumSent[ is the number of sent packets by

the source. It should be noted that PtwoRoutes can

also represent the throughput performance.

2) POneRoute is the probability of having at least one

reliable route from the source to the destination.

It is defined as

POneRoute ¼ numWithOneRoute

numSent

 100%

where BnumWithOneRoutes[ is the number of
video packets, which are received with either

route by the destination.

Fig. 16 shows the throughput comparison between two

schemes in a network consisting of ten nodes and packet

sizes of 300, 350, 400, 450, and 500 bytes. As can be

observed in all three cases, by eliminating interpath inter-

ference, the DDR can overwhelmingly outperform the

single-channel SMR. We have also compared the results of
both schemes for networks of differing numbers of nodes.

As shown in Fig. 17, for a packet size of 500 bytes, the

DDR results, compared with SMR, verify the profound

Fig. 15. Bitstream combiner for packet-loss recovery in duplicate decoder.

Fig. 16. Throughput comparisons between two schemes with

different packet sizes.

Fig. 17. Throughput comparisons between two schemes with

different numbers of nodes.
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effect that the elimination of inter-path interference can

have on the multiple-path routing performance.

We should point out that in this experiment, we made

sure that the highest throughput could be achieved in the

absence of any interpath interference and 100% connectivity

of both routes. However, under mobility conditions,

maintaining their connectivity at the same time is not very
likely and often link breakages may occur. This could cause a

substantial loss of packets. In this respect, the multiple-path

routing approach has a clear advantage over conventional

single-path routing by providing better link connectivity

even though all the multiple routes may not be available at
all time. To further elaborate on this important feature,

Fig. 18 shows the comparison between SMR and DDR in

terms of the probability of having at least one route from the

source to the destination with a different number of nodes

in the network. From this figure, we can clearly observe

that DDR, by eliminating the inter-path interferenceV
particularly at the higher nodes’ densityVcan indeed

provide a far more robust transmission of video packets
than SMR.

In terms of video quality, Figs. 19 and 20 show the peak

signal-to-noise ratio (PSNR) quality of video signals at the

destination node for 200 frames of BForeman[ and 150

frames of BCoastguard.[ In these experiments, TDDC or

DTC is used to generate the video packets in two descrip-

tions. The source node then transmits them to the desti-

nation using either DDR or SMR protocols. As can be
observed, a significant gain in PSNR can be accomplished

using the DDR protocol. Such a significant gain is mainly due

to the fact that DDR improves the link connectivity under

mobility conditions, which is an essential factor for trans-

mission of real-time traffic over mobile ad hoc networks.

V. CONCLUSION

In a point-to-point multihop communication, a number of

nodes may participate in relaying a long stream of packets

from source to destination. For continuous media ap-

plications, this could severely limit the throughput

performance of the ad hoc nodes. In this situation, the

Fig. 18. The comparisons of probability of having at least

one route with different numbers of nodes.

Fig. 19. Objective quality comparison of different encoders using different routing protocols: ‘‘Foreman.’’

Gharavi: Mchannel Mobile Ad Hoc Links for Multimedia Communications

Vol. 96, No. 1, January 2008 | Proceedings of the IEEE 93



major concern is the suitability of the medium access layer

for real-time traffic where interferences from neighboring

relay nodes can impact the multihop link performance.

Thus, in this paper, we have considered differing multi-

channel approaches to improve the overall performance
of the multihop communication for CSMA/CA networks.

In the first approach, which is mainly concerned with a

single-path communication network, we have developed a

multichannel link partitioning scheme that is capable of

effectively controlling the amount of intrapath interfer-

ence. Based on the AODV routing protocol we then presented

a systematic channel allocation to each active node along a

multihop path. It was shown that, by using only a few non-
overlapping frequency bands, we can effectively eliminate

interferences from further away nodes, thus improving the

link throughput performance.

We have also developed a multichannel technique for

multiple-path diversity routing. The DSR routing protocol

has been used to implement this routing scheme. We have

shown that this protocol can indeed reduce the probability

of losing both routes simultaneously, which is a crucial
factor for reliable transmission of video via two descrip-

tions. Using a dual-description video-coding scheme, we

have demonstrated that by eliminating the interference

between multiple routes (interpath interference), we can

considerably improve the quality of the received video

signal. h
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