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Summary. Nonlinear time delay differential equations are well known to have
arisen in models in physiology, biology and population dynamics. These delay differ-
ential equations usually have parameters in their formulation. How the nature of the
solutions change as the parameters vary is crucial to understanding the underlying
physical processes. When the delay differential equation is reduced, at an equilibrium
point, to leading linear terms and the remaining nonlinear terms, the eigenvalues of
the leading coefficients indicate the nature of the solutions in the neighborhood of
the equilibrium point. If there are any eigenvalues with zero real parts, periodic so-
lutions can arise. One way in which this can happen is through a bifurcation process
called a Hopf bifurcation in which a parameter passes through a critical value and
the solutions change from equilibrium solutions to periodic solutions. This chap-
ter describes a method of decomposing the delay differential equation into a form
that isolates the study of the periodic solutions arising from a Hopf bifurcation to
the study of a reduced size differential equation on a surface, called a center man-
ifold. The method will be illustrated by a Hopf bifurcation that arises in machine
tool dynamics, which leads to a machining instability called regenerative chatter.
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1 Background

With the advent of new technologies for measurement instrumentation, it
has become possible to detect time delays in feedback signals that affect a
physical system’s performance. System models in a number of fields have been
investigated in which time delays have been introduced in order to have the
output of the models more closely reflect the measured performance. These
fields have included physiology, biology, and population dynamics (see an der
Heiden [2], Kuang [23], and MacDonald [24]).

In recent years, time delays have arisen in models of machine tool dynam-
ics. In particular, a phenomenon, called regenerative chatter, is being heavily
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studied. Regenerative chatter can be recognized on a manufacturing plant
floor by a characteristic high pitched squeeling sound, distinctive marks on
the workpiece, and by undulated or dissected chips (see Tlusty [32]). It is a
self-excited oscillation of the cutting tool relative to the workpiece during ma-
chining. Self-excited oscillations, mathematically called limit cycles or isolated
periodic solutions, reflect the fact that there are non-linearities in the physical
system being modeled that have to be taken into account. For further read-
ing on delay differential equations in turning or numerically controlled lathe
operations the reader is referred to Kalmér-Nagy et al. in [20] and [21]. For
problems in drilling see Stone and Askari [29] and Stone and Campbell [30].
Finally for problems in milling operations see Balachandran [5] and Balachan-
dran and Zhao [6]. The modeling of regenerative chatter arose in work at the
National Institute of Standards and Technology (NIST) in conjunction work
related to error control and measurement for numeric control machining.
Along with the nonlinearities, the differential equations, from ordinary,
partial, and delay equations, that model the physical processes, usually depend
on parameters that have physical significance, such as mass, fundamental
system frequency, nonlinear gains, and levels of external excitation. Changes,
even small ones, in many of these system parameters can drastically change the
qualitative nature of the the system model solutions. In this chapter we will
examine the effect that variations of these parameters have on the nature and
number of solutions to a class of nonlinear delay differential equations. The
changing nature of solutions to a differential equation is often referred to as a
bifurcation, although formally the concept of bifurcation refers to parameter
space analysis. The term bifurcation means a qualitative change in the number
and types of solutions of a system depending on the variation of one or more
parameters on which the system depends. In this chapter we will be concerned
with bifurcations in the nature of solutions to a delay differential equation
(DDE) that occur at certain points in the space of parameters, called Hopf
bifurcation points. The bifurcations that arise will be called Hopf bifurcations.
From an assumed earlier course in differential equations, it should be clear
to the reader that the eigenvalues of the linear portion of the state equations
are an indicator of the nature of the solutions. For example, if all of the eigen-
values have negative real parts then we can expect the solutions to be stable
in some sense and if any of them have positive real parts then we can expect
some instabilities in the system. What happens if any of the eigenvalues have
zero real parts? This is where, one might say, the mathematical fun begins,
because these eigenvalues indicate that there is likely to be some oscillatory
affects showing up in the solutions. The game then is to first determine those
system parameters that lead to eigenvalues with zero real parts. The next step
in analyzing a system of differential equations, that depends on parameters,
is to write the system in terms of its linear part and the remaining nonlinear
part and then to decompose it in order to isolate those equation components
most directly affected by the eigenvalues with zero real parts and those equa-
tions affected by the eigenvalues with nonzero real parts. This same approach
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applies to problems both in ordinary differential equations as well as in delay
differential equations. Once this decomposition has been developed we can
then concentrate our effort on studying the component equations related to
the eigenvalues with zero real parts and apply methods to simplify them.

We will assume at this point that a time delay differential equation model-
ing a physical phenomenon has been written with linear and nonlinear terms.
Although delay differential equations come in many forms, in this chapter we
will only consider delay equations of the form

1, 1) = U)x(t. ) + V)=t — o) + F(t ), 2= o)), (1)

dt

where z € R™, the space of n-dimensional real numbers, U and V, the coeffi-
cient matrices of the linear terms, are n x n matrices, f € R™, f(0,0,u) = 0,
is a nonlinear function, p is a system parameter, and o, s € R. For most prac-
tical problems we can assume the f function in equation (1) is sufficiently
differentiable with respect to the first and second variables and with respect
to the parameter u. Let Cy be the class of continuous functions on [—o, 0] and
let 2(0) = zp € R™. Then, there exists, at least locally, a unique solution to
(1) that is not only continuous but differentiable with respect to u. For a full
discussion of the existence, uniqueness, and continuity questions for delay dif-
ferential equations the reader is referred to Hale and Lunel [15]. For ordinary
differential equations see the comparable results in Cronin [10]. For the rest
of this chapter we will assume that, for both ordinary and delay differential
equations, unique solutions exist and that they are continuous with respect
to parameters.

Although the results discussed in this chapter can be extended to higher
dimension spaces we will mainly be interested in problems with n = 2 that
dependent on a single parameter. We will also concentrate on bifurcations in
the neighborhood of the z(¢t) = 0 solution. This is clearly an equilibrium point
of (1) and is referred to as a local bifurcation point. For a discussion of various
classes of bifurcations see Nayfeh and Balachandran [26]. Since machine tool
chatter occurs when self oscillating solutions emanate from equilibrium points,
i. e. stable cutting, we will concentrate in this chapter on a class of bifurcations
called Hopf (more properly referenced as Poincaré-Andronov-Hopf in Wiggins
[34]) bifurcations. These are bifurcations in which a family of isolated periodic
solutions arises as the system parameters change and the eigenvalues cross
the imaginary axis. As earlier noted, the equilibrium points at which Hopf
bifurcations occur are sometimes referred to as Hopf points. The occurrence
of Hopf bifurcations depend on the eigenvalues of the linear portion of (1),
given by

dz

ﬁ(t’ w) = U(p)z(t, p) + V(u)2(t — o, p), (2)

in which at least one of the eigenvalues of this problem has a zero real part.
As in ordinary differential equations the eigenvalues of the linear system
tell the nature of the stability of solutions of both (1) and (2). Whereas in
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ordinary differential equations the eigenvalues are computed from the charac-
teristic polynomial, in delay differential equations the eigenvalues arise from
an equation called the characteristic equation associated with the linear equa-
tion (2). This equation is a transcendental equation with an infinite number
of solutions called the eigenvalues of (2). We will assume that z(t) = 0 is
an equilibrium point of (1) and that, in the neighborhood of this equilibrium
point, (2) has a family of pairs of eigenvalues, (1), A(), of (2) such that
Ap) = a(p) + iw(p), where o, w are real, a(0) = 0, w(u) > 0, a’(0) # 0.
This last condition is called a transversality condition and implies that the
family of eigenvalues A(u) = () + iw(p) is passing across the imaginary
axis. Under these conditions a Hopf bifurcation occurs, where periodic solu-
tions arise from the equilibrium point. These conditions also apply in the case
of ordinary differential equations.

In both ordinary and delay differential equations, the nature of the stability
of these bifurcating periodic solutions at Hopf points can be more easily stud-
ied if equation (1), in the case of delay differential equations, can be reduced
to a simpler form in the vicinity of the bifurcation point. We will develop a
simplification technique comparable to that used in ordinary differential equa-
tions. It reduces the study of the stability of the bifurcating periodic solutions
to the study of periodic solutions of a simplified system, called a normal form,
on a surface, called a center manifold. Center manifolds arise when the real
parts of some eigenvalues are zero. A center manifold is an invariant manifold
in that, if solutions to equation (1) begin on the manifold, they remain on
the manifold. This manifold is usually of lower dimension than the space and
the nature of the stability of the equilibrium point depends on the projected
form of equation (1) on the manifold. The projection of equation (1) onto the
center manifold usually leads to a lower order system and the conversion of
that system to a normal form provides a means of studying the stability of the
bifurcating periodic solutions. In fact we will see that, for the example ma-
chining problem, the analysis will reduce to a problem of solving a simplified
approximate ordinary differential equation on a center manifold of dimension
two. The reduction process is carried out in a number of steps based on the
approaches of Hassard et al. [17] and Wiggins [34].

The bifurcation analysis developed in this chapter depends on three sim-
plification steps. In the first step we will show how the delay differential equa-
tion (1) can be transformed into three equations, where the eigenvalues of the
first two have zero real parts and the eigenvalues of the third have negative
real parts. In the process of developing these equations we will show how the
transformations involved are analogous to those used in ordinary differential
equations. In the second simplification step we will show the form that (1)
takes on the center manifold and finally, in the third step, we will see what
the normal form looks like and, from this, how the bifurcating periodic solu-
tions are developed. We will develop the first decomposition more thoroughly
because it exemplifies the analogies between ordinary and delay differential
equations. The other simplifications will be given as formulas, but an exam-
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ple will be given at the end in which the details of the transformations in a
particular case are developed and used to predict stability of the bifurcating
solutions. For a more automated approach to computing a center manifold,
using a symbolic manipulation program, the reader is referred to Campbell
[8].

This is a note to the reader. In this chapter we will be dealing with differ-
ential equations, both ordinary and delay, that have complex eigenvalues and
eigenvectors. Although the differential equations associated with real world
models are most often formulated in the real space R™, these differential equa-
tions can be viewed as being embedded in the complex space C™. This process
is called complexification and allows the differential equation to be studied or
solved in the complex space. At the end, appropriate parts of the complex
solution are identified with solutions to the original differential equation in
the real domain. A thorough discussion of this process is given in Hirsch and
Smale [19]. We will not be concerned with the formal embedding of the real
differential equations in the complex domain, but just to note that it is possible
and causes no difficulties with what we will be talking about in this chapter.
We only bring this up so that the reader may understand why we seem to flip
back and forth between real and complex equations. We are simply working
with this complexification process behind the scenes without writing out the
complete details. As we work through the examples the reader will see that it
is quite natural to exist in both domains and see that the final result leads to
the desired approximate solution of the original delay differential equation.

The chapter is divided as follows. In Section 2 we will show how the adjoint
to a linear ordinary differential equation can be used to naturally generate a
bilinear form that acts as an inner product substitute and introduces geometry
to a function space. This bilinear form is then used to define an orthogonality
property that is used to decompose the differential equations into those equa-
tions that have eigenvalues with zero real parts and those that have non-zero
real parts. We first introduce these ideas for ordinary differential equations
in order to show that the ideas are models for the analogous ideas for delay
differential equations. In Section 3 we will show how this decomposition works
for an ordinary differential equation example. In Section 4 we will show how a
delay differential equation can be formulated as an operator equation that has
a form similar to an ordinary differential equation. Within that section we will
also introduce a bilinear form by way of an adjoint equation that is analogous
to the one in ordinary differential equations and is used in a similar manner
to decompose the delay differential equation into a system of operator equa-
tions that have components dependent on the eigenvalues of the characteristic
equation with zero real parts and those with non-zero real parts. In Section
5 we will start introducing the main example of a delay differential equation
that we will consider in this chapter. We will show how it is reduced to an
operator equation and decomposed into components dependent on eigenvalues
with zero real parts and those dependent on non-zero real parts. In Section
6 we will introduce the general formulas needed in order to compute the cen-
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ter manifold, the normal form of the delay differential equation on the center
manifold, and the bifurcated periodic solution for the delay differential equa-
tion on the manifold. In Section 7 we will continue with the main example and
develop the form of the center manifold, the normal form for the example on
the center manifold, and finally the resulting periodic solution on the center
manifold. In the last Section 8 we show the results of numerical simulations
of the example delay differential equation in the vicinity of the bifurcation
points and show that there is a possibility of unstable behavior for values of
system parameters that extend into parameter regions that would otherwise
be considered stable.

2 Decomposing Ordinary Differential Equations Using
Adjoints

Many results for delay differential equations are direct analogies of results in
ordinary differential equations. In this section we will review some properties
of ordinary differential equations that motivate analogous properties in delay
differential equations. We will break the decomposition process down into
five basic steps. Later we will show that analogous five steps can be used to
decompose a delay differential equation.

Step 1: Form the Vector Equation

We begin by considering the differential equation

dz
= (1) = A2(t) + f(=(t), ), 3)
z € R™, A an n x n real matrix, f € R™ with locally bounded derivatives,
—00 < t < 0o0. The homogeneous part is given by

dz
a(t) = Az(t). (4)

We will stay as much as we can with real variables since many of the problems
leading to delay differential equations are formulated with real variables.

The solution of the linear system (4) with constant coefficients can be
represented as a parametric operator of the form

T(t)q = z(q) = e*'q, (5)

acting on a vector ¢ € R™. T'(t) is said to be a group of operators since T'(¢; +
to) = T(t1)T(t2) and T'(t)T(—t) = I, the identity. The family of operators
would be called a semigroup if an identity exists but there are no inverse
elements. In Figure 1 we show two points of view about solutions to differential
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Fig. 1. The solution operator maps functions in R" to functions in R".

equations. Traditionally we look at solutions to ordinary differential equations
as trajectories begining with an initial vector ¢ and taking on the value z(t)
at some time t > 0, say. There is a sense of physical meaning here such as the
trajectory of a ball. However, the solutions can also be viewed as t dependent
maps T'(¢) in R™ of initial vectors ¢. They can then be thought of as a flow
in R™ space. This is a point of view taken by Arnold [3]. It will be this point
of view that will turn out more fruitful when we get to delay differential
equations.

In most ordinary differential equation textbooks a linear transformation is
used to write the matrix A in a form that separates it into blocks with eigen-
values having positive, zero, or negative real parts, called a Jordan normal
form. However, in this section we will introduce a change of coordinates pro-
cedure that accomplishes the decomposition by way of the adjoint equation
since this translates to an analogous method for delay differential equations.
This process allows us to introduce a geometric point of view to the decom-
position of equation (3). In particular, we can use the geometric property of
orthogonality as a tool to decompose equation (3).

Step 2: Define the Adjoint Equation
The adjoint equation to equation (23) is given by

Wty = ~ATy(0) (6)

Step 3: Define a Natural Inner Product by way of an Adjoint

Equations (4) and (6) are related by the Lagrange identity

d
yT@z + .QyTz = (yTz) , (7)
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where Oz = 2 — Az, 2y = 3+ ATy. If z and y are solutions of (4) and
(6), respectively, then it is clear that (d/dt) (y"2) = 0 which implies y” z is
constant and is the natural inner product of R™. We note here that in the case
that the inner product is taken, where y and z are complex, then the inner
product would be 77 z. Thus, the use of an adjoint equation leads naturally to
an inner product definition. It might then seem reasonable that using adjoint
properties could geometrically lead to some form of orthogonal decomposition
of a system of differential equations in a similar manner to the process of
orthogonal decomposition of a vector in R™. In fact this is what we will show
in this section and in Section 4 we will show the same idea extends to delay
differential equations.

We begin by stating some results on eigenvalues and eigenvectors from
linear algebra that have direct analogs in the delay case. To be general, we
will state them in the complex case. Let A be an n x n matrix with elements
in O™ and A* the usual conjugate transpose matrix. Let (-, -) be the ordinary
inner product in C™. Then the following hold.

1. (0, Ad) = (A", &). )

2. X is an eigenvalue of A if and only if A is and eigenvalue of A*.

3. The dimensions of the eigenspaces of A and A* are equal.

4. Let ¢1, -+, ¢pg be a basis for the right eigenspace of A associated with
eigenvalues A1, ---, Agand let ¥y, - - -, 14 be a basis for the right eigenspace
of A* asociated with the eigenvalues Xl, S Ng. Construct the matrices
&= (¢1, -+, ¢a), ¥ = (1, -+, ¥gq). The matrices ® and ¥ are n x d. If
we define the bilinear form

(U1, ¢1) -+ (Y1, da)
W, )= | o , 8)
(Ya, ¢1) -+ (Ya, da)

then (¥, @) is non-singular and can be chosen so that (¥, @) = I.

Although the (-, -) is defined in terms of ¥ and @, the definition is general and
can be applied to any two matrices U and Z. Thus, (U, Z), where U and Z
are matrices, is a bilinear form that satisfies properties of an inner product.
In particular

(U,aZy + BZs) = (U, Zv) + B{U, Z2),
(aUy + Uy, Z) = Uy, Z) + B(Ua, Z),
(UM, Z) = M*(U, Z), (9)

(U, ZM) = (U, Z)M,

where «, 8 are complex constants and M is a compatible matrix.

Step 4: Get the critical Eigenvalues

Although A in equation (3) is real, it can have multiple real and complex
eigenvalues. The complex ones will appear in pairs. To reduce computational
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complexity, we will assume that A has two eigenvalues iw, —iw with associated
eigenvectors ¢, ¢. We will assume that all other eigenvalues are distinct from
these and have negative real parts. The associated eigenvalues with zero real
parts of A* are —iw, iw with right eigenvectors 1, 1. We will use properties
of the adjoint to decompose (3) into three equations in which the first two
will have eigenvalues with zero real parts.

Step 5: Apply Orthogonal Decomposition

We begin by defining the matrices

b= (¢,9), v=(D,v)" . (10)

Here we take d = 2 in equation (8) and note that @ and ¥ are n x 2 matrices.
Let z(t, ) be the unique family of solutions of equation (3). This is possible
due to the standard existence, uniqueness, and continuity theorems. Define

o) = 0. x(e0) = (120, 1)
where Y(t,1) € C2 Set Y(t,1) = (yi(t, p), yo(t, p))", where yy(t,p) =

(v, 2(t, 1)) and ya(t, ) = (¥, 2(t, ).
Define the matrices

iw 0 « [ —w 0
B_(O—iw>’ B_(O iw)' (12)

They satisfy AP = §B, A*¥ = ¥B*. If we join equations (9), (11), and (12)
with the fact that B** = B then we have

S (t) = BY (6. 4) + (@, F(:(6, ), ). (13)
This can be written as
D (to) = it ) + Flt, 1),
T (to1) = =iyt ) + Tt 1), (1)

where F(t, u) = (¢, f(2(t, 1), pt)). These are the first two of the three equa-
tions.

In order to develop the third equation we will use a notion involved with
decomposing a vector into two orthogonal components. Here is where ge-
ometry enters the picture. This decomposition process arises, for example,
when one applies the Gramm-Schmidt orthogonalization method numerically
to vectors. The general idea is that the difference between a vector and its
orthogonal projection on a linear space, formed from previous orthogonalized



10 David E. Gilsinn

vectors, generates an orthogonal decomposition of the original vector. This
idea will be generalized here to function spaces, but the basic methodology
holds true.

Begin by defining the difference between z(¢, 1) and its projection onto the
linear space formed by the columns of @ as

’LU(t, :u) = Z(ta :u) - QSY(ta :u)a (15)

which makes sense in terms of dimensionality, since @ is an n X 2 matrix,
Y(t,u) € C?, and z € R™. This is a vector orthogonal to @Y (t, 1) in func-
tion space. We note that w(t, u) is real because ®Y (t, ) = (1, z(t, p)) ¢ +
(¥, 2(t, 1) @ = 2Re{ (v, 2(t, 1)) ¢}

To show that this function is orthogonal to the space formed by the
columns of @ we note that

w(t, p) = 2(t, p) — P, 2(t, 1)),
(@ w(t, p) = (&, 2(t, p) — (&, D&, 2(t, 1)), (16)
(@, 2(t, p) — (&, PNV, 2(L, 1)),
(@, 2(t, 1) — (&, 2(t, ) = 0,

where we have used a property from equation (9) and the fact that (&, ) = I.
Now let f(z,u) = f(z(t, u), 1), and use equations (3), (11), and (13) to
show

D to1) = 0, 0) — B2 (1 ),
:Az(ta:u) —|—f(z,,u) _QSBY(ta:u) _¢<Wa f(z,,u)), (17)

Substitute z(t, u) = w(t, u) + PY (¢, u) into equation (17) and use AP = B
to get

dw
Therefore we have the final decomposition as
dy .
= (&u) = dwy(t, p) + F(t, ),
dy L _
d—g;(t, p) = —iwy(t, p) + F(t, p), (19)
dw

After defining some operators in Section 4, that will take the place of the
matrices used here, we will see that there is an analogous decomposition for
delay differential equations.
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3 An Example Application in Ordinary Differential
Equations

In this example we will consider a simple ordinary differential equation and
work through the details of the decomposition described in this section. In
Section 4 we will begin working out a more extensive example in delay dif-
ferential equations and show how the decomposition in the time delay case is
analogous to the decomposition in the ordinary differential equations case. In
this section we will follow the decomposition steps give in Section 2.
Start with the equation
i+ = pa. (20)

From the existence and uniqueness theorem we know there exists a unique
solution x(t, 1), given the initial conditions x(0, u) = xo, (0, u) = x1, that is
continuous with respect to u.

Step 1: Form the Vector Equation

If we let 21 = x, 22 = & then equation (20) can be written in vector form as

2(ta:u) :Az(taﬂ)+f(z(taﬂ)aﬂ)a (21)

where Z(ta :u) = (Zl (ta :u)a ZQ(ta M))Ta f(Z(t, :u)a :u) =p (Oa Zl(ta M)Q)Ta and

01
(%) -
The linear part of equation (21) is
2(t, p) = Az(t, p). (23)

Step 2: Define the Adjoint Equation
The adjoint equation of (23) is given by

(t, p) = —AT2(t, ). (24)

Step 3: Define a Natural Inner Product by way of an Adjoint

The inner product is developed, as in Section 2, as the natural inner product
of vectors. We will go directly to forming the basis vectors.
A basis for the right eigenspace of A can easily be computed as

1 1
¢=<VP>, $:<%§>, (25)
V2 V2
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These are associated, respectively, with the eigenvalues A = ¢ and A = —i.
The related eigenvalues and eigenvectors for AT are A = —i and A = i with
the respective eigenvectors ¢, ¢. The factor 1/4/2 is a normalization factor.
Now define -
@zWJﬂ=<£_ﬁ), (26)
V2 V2
and
S T
W=w¢)=<£_f>. (27)
V2 V2

Then (¥, ®) = U = I.

Step 4: Get the Critical Eigenvalues

The eigenvalues of A are +i.

Step 5: Apply Orthogonal Decomposition

Let z(¢, 1) be a unique family of solutions of equation(21), where we will write

2(t, ) = (21(t, ), 2(t, )" Now define
zi(t,p)  dza(t,p)
Y(ta ,u) = <W, Z(ta ,u)> = < Zlgt) + iz;é?,,u) ) : (28)
V2 V2
If we let - 0
1 Y
B:(O—i>’ B_(Oi>’ (29)
then iV
= () = BY (1) + (&, f(2(t, 1), w)), (30)
or in an equivalent form
d _
d—g;(t, ) = wy(t, p) + (o, f(2(t, ), 1)),
el
) = =gt 1) + (6, (At ), ). (31)

T
where f(z(t, 1), ) = (0, 21(t, 1)?)" .
We now develop the orthogonal function w(t, u) as

w(t, p) = 2(t, p) = PY (1, p).- (32)

However, if we form @Y (¢, ) from equations (26) and (28) it is clear that
BY (t, 1) = (21(t, 1), 22(t, p))* = 2(t, ) and therefore from equation (32)
that w(t, u) = 0 as expected, since there are no other eigenvalues of A than ¢
and —i. Thus equation (31) is the decomposed form of equation (21).
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4 Delay Differential Equations as Operator Equations

As discussed earlier, the solutions to differential equations can be thought of
in terms of trajectories or in terms of mappings of initial conditions. This
same dichotomous point of view can be applied to delay differential equa-
tions. But, in the case of delay differential equations, the mapping or operator
approach provides very fruitful qualitative results and, therefore, will remain
that approach for this chapter.

Step 1: Form the Operator Equation

The principal difference between ordinary and delay differential equations is
that, in ordinary differential equations, the initial condition space is finite
dimensional and in delay differential equations it is infinite dimensional. The
delay differential equations (1) and (2) can be thought of as maps of entire
functions. In particular, we will start with the class of continuous functions
defined on the interval [—o, 0] with values in R™ and refer to this as class Cj.
The maps are constructed by defining a family of solution operators for the
linear delay differential equation (2) by

(T(t)) (6) = (2:(¢)) (0) = 2(t +0) (33)

for ¢ € Cy, 0 € [—0,0],s > 0. This is a mapping of a function in Cy to another
function in Cy. Then equations (1) and (2) can be thought of as maps from
Co to Cy. The norm on the space is taken as

| ¢l= max [5(t)], (34)

—o<t<0

where | - | is the ordinary Euclidean 2-norm.

ool

P

e /W_/
/‘z/

—a 0 t-o He t

Co

Fig. 2. The solution operator maps functions in Cy to functions in Cp
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Figure 2 shows the mapping between an initial function in Cy, ¢, to another
function, z;(¢) in Cy. 2:(¢) is the projection of the portion of the trajectory
z(t) from ¢t — o to t back to Cy. This figure exhibits two approaches to looking
at solutions of delay differential equations. One way is to consider a solution
as a trajectory of z as a function of ¢ with an initial condition function in Cj.
The value of the solution at ¢ on the trajectory graph depends on the values
of the function on the trajectory from t — o to t. Another way to look at the
solutions of a delay differential equation is to consider them as parameterized
mappings T'(t)¢ of functions ¢ in Cy. From Figure 2 this would be the portion
of the trajectory from ¢ — o to t projected back to Cy. In the figure it is
represented as z;(¢), which is the function in Cy to which ¢ is mapped under
T'(t). The mapped function relates to the trajectory as follows. The value of
zt(¢)(0) for 0 € [—0,0] is given as the trajectory value z(¢t + ). This idea is
not new, in that, in ordinary differential equations solutions can be thought
of in terms of either trajectories or maps of initial condition vectors in R",
say. Traditionally, we usually think of solving ordinary differential equations
in terms of trajectories. For some qualitative analyses, however, the mapping
approach is useful.

To determine what properties this operator must satisfy we look at what
basic properties equation (5) satisfies. In particular, for each ¢, T(¢) is a
bounded linear transformation for ¢ € R™. The boundedness comes from
1T (t)o|| < |le?t|||¢]. For t >0, T(0)¢p = ¢, i.e. T(0) = I. Finally,

lim [| ()¢ = T(to)¢ [I= 0, (35)

since [| T(t)¢ —T(to)o || < [l )][|¢].
Based on these properties we formulate the following definition for a family
of operators. A Strongly Continuous Semigroup satisfies

T(t)is bounded and linear for ¢ > 0,
T(0)p = ¢ or T(0) = I, (36)
Jim || 7(2)6 ~ T(to)o |= 0.

where || - || is an appropriate operator norm and ¢ € Cy. The family of oper-
ators, T'(t), t > 0, is called a semigroup since the inverse property does not
hold (see [18] and [35]).

If we take the derivative with respect to ¢ in equation (5) we see that T'(t)¢
satisfies equation (4). It is also easy to see that

N T
A—}E)%—(e -1I). (37)
We can call the matrix A the infinitesimal generator of the family T'(t) in
equation (5). The term infinitesimal generator can be thought of as arising
from the formulation
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dz = Az dt, (38)

where for each infinitesimal increment, dt, in ¢, A produces an infinitesimal
increment, dz, in z at the point z.

In terms of operators we define an operator called the infinitesimal gener-
ator. An infinitesimal generator of a semigroup T'(t) is defined by

Ap= lim L [T(t)6— g, (39)

for ¢ € Cy.

We will state properties of the family of operators (33) without proofs,
since the proofs require extensive knowledge of operator theory and they are
not essential for the developments in this chapter. To begin with, the mapping
(33) satisfies the semigroup properties on Cy. In the case of the linear system
(2) the infinitesimal generator can be constructed as

B @(9) -0 <60 <0,
(Alw)®) = { U)o V(e(-o) =0, o

where the parameter p is included in the definition of A. Then T(t)¢ satisfies

ST(0)6 = AWT(H)0, (a)
where p .
ST = Jim & (T(t-+ 1) = T(0) 6 (42)

Finally, the operator form for the nonlinear delay differential equation (1)
can be written as

d

4(6) = A2(6) + F((0), (4
where
Fom @ ={ ;0 e (@4

For = 0, write f(¢) = f(¢,0), F(¢) = F(¢,0). We note the analogy between
the ordinary differential equation notation and the operator notation for the
delay differential equation.

Step 2: Define an Adjoint Operator

We can now construct a formal adjoint operator associated with equation
(40). Let C§ = C ([0, 0], R™) be the space of continuous functions from [0, o]
to R™ with || ¢ ||= maxg<g<e |9(0)] for ¢ € Cj. The formal adjoint equation
associated with the linear delay differential equation (2) is given by
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du

= () = =0 ult, p) = V() ult + o, p). (45)

If we define
(T*()) (0) = (ue()) () = u(t +0), (46)

for 6 € [0,0],t <0, and us € Cf, ut()) the image of T*(¢)t, then (46) defines
a strongly continuous semigroup with infinitesimal generator

_dv -
<A*<u>w>={ w (©) 0<0=0

-5 (0)= U(M)jglfﬁ(o) + V() TyY(o) 6=0.

Note that, although the formal infinitesimal generator for (46) is defined as

Agyp = lim S [T7()y — 4], (48)
Hale [12], for convenience, takes A* = —Af in (47) as the formal adjoint to

(40). This family of operators (46) satisfies

Lo = AT (0 (49)

Step 3: Define a Natural Inner Product by way of an Adjoint
Operator

In contrast to R™, the space Cy does not have a natural inner product associ-
ated with its norm. However, following Hale [12], one can introduce a substi-
tute device that acts like an inner product in Cy. This is an approach that is
often taken when a function space does not have a natural inner product asso-
ciated with its norm. Spaces of functions that have natural inner products are
called Hilbert spaces. Throughout we will be assuming the complexification
of the spaces so that we can work with complex eignvalues and eigenvectors.

In analogy to equation (7) we start by constructing a Lagrange identity as
follows. If

Oz(t) = 2'(t) = U(u)z(t) — V(w)2(t — o),

Qut) =u'(t) + U(p)Tut) + V() ult + o), (50)
then
_T —T d
w (1)Oz(t) + u” (t)z(t) = a(u, 2)(t), (51)
where .
(u, z)(t) =7’ (t)z(t) + /t_ T (s + o)V (p)z(s)ds. (52)

Deriving the natural inner product for R™ from the Lagrange identity (7)
motivates the derivation of equation (52). Again, if z and u satisfy ©z(t) =0
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and 2u(t) = 0 then, from equation (52), (d/dt){u, z)(t) = 0, which implies
(u, z)(t) is constant and one can set ¢ = 0 in equation (52) and define the form

0
(u, z) = (0)2(0) —|—/_ @l (s + o)V (p)z(s)ds. (53)

One can now state some properties of equations (40), (47), and (53) that
are analogs of the properties given in Section 2 for ordinary differential equa-
tions.

1. For ¢ € Cy, v € C,

(¥, A()¢) = (A" ()¢, ¢). (54)

2. \is an eigenvalue of A(y) if and only if X is an eigenvalue of A* ().

3. The dimensions of the eigenspaces of A(u) and A*(u) are finite and equal.

4. If4pq, - - -, 1)q is a basis for the right eigenspace of A*(u) and the associated
@1, -, Pq is a basis for the right eigenspace of A(u), construct the matrices
U = (1, -,%q) and @ = (¢1,- -+, ¢q). Define the bilinear form between

¥ and @ by
(1,01) ... (Y1, da)

(¥,®) = (55)

<¢d;¢1> <¢d;¢d>

This matrix is nonsingular and can be chosen so that (@, @) = I. Note that
if (55) is not the identity then a change of coordinates can be performed by
setting K = (¥, )~ and &' = ®K. Then (¥, &) = (I, PK) = (¥, $)K = I.
(55) also satisfies the inner product properties (9).

Step 4: Get the Critical Eigenvalues

The eigenvalues for equation (40) are given by the A solutions of the transcen-
dental equation
det (\I—U(n) — e *V(n)) = 0. (56)

This form of characteristic equation, sometimes called an exponential poly-
nomial, has been studied in Avellar and Hale [4], Bellman and Cooke [7],
Hale and Lunel [15], Kuang [23], and Pinney [27]. The solutions are called the
eigenvalues of equation (2) and, in general, there are an infinite number of
them. For a discussion of the general expansion of solutions of equation (2) in
terms of the eigenvalues see Bellman and Cooke [7] or Pinney [27]. The actual
computation of these eigenvalues can become very involved as the reader will
see in the example that will be considered later in this chapter. Here, though,
we will only be concerned with conditions for the existence of eigenvalues of
the form iw and —iw and we further limit ourselves to the case in which there
are only two eigenvalues iw and —iw and all other eigenvalues have negative
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real parts. The significance of this is that we will be looking for conditions for
which the family of eigenvalues, as a function of the parameter u, passes across
the imaginary axis. These conditions will be the Hopf conditions referred to
earlier in this chapter. The value of w is related to the natural frequency of
oscillation of the linear part of the delay differential equation system.

Step 5: Apply Orthogonal Decomposition

For the sake of notation, let A = A(p), A* = A*(n), U = Uu), V =
V(p), w = w(p). The basis eigenvectors for A and A* associated with the
eigenvectors A = iw, A\ = —iw will be denoted as ¢c, ¢o and ¢p, ép,
respectively, where the subscripts C' and D refer to parameters defining the
basis vectors and depend on U and V.

We define the matrix

b = (¢c, ¢c)- (57)

The two eigenvectors for A, associated with the eigenvalues A = iw, A = —iw,
are given by

pc(8) = ™’C,
bc() = e 0C, (58)

where C' is a 2 x 1 vector. With these functions defined, it is clear that &
is a function of 6 and should formally be written as @(6). Note that #(0) =
(C, C). However, in order to simplify notation we will write & = &(#) but
we will sometimes refer to ¢(0). These functions follow from equation (40).
If —o < 6 < 0 then d¢/df = iwg implies ¢p(0) = exp(iwd)C where C' =
(c1,c2)”. For 8 = 0, equation (40) implies (U + V exp(—iwo)) C = iwC or
(U —iwl +V exp(—iwo))C = 0. Since iw is an eigenvalue, equation (56)
implies that there is a nonzero solution C'.

Similarly, the eigenvectors for A* associated with the eigenvalues —iw, iw
are also given by

¢D(9) _ emeD,

ép(0) =e D, (59)
where D = (dy,dy)" . Again, this follows from (47) since, from 0 < 6 < o,
2 v, (60)

we can compute the solutions given in equation (59). Define the matrix

¥ = (¢p,¢p) (61)

where D is computed as follows. At § = 0 we have from (47) that
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(UT +VvTe™? +iwl) D =0. (62)

The determinant of the matrix on the left is the characteristic equation so
that there is a nonzero D.
From equations (57), (58), (59), and (61) one seeks to solve for D so that

_ ({¢p,9c) (¢p,0c)\ _ (10
<w’¢>"(<$D,¢c><$D,$§>> N (01>' (63)

Due to symmetry we only need to satisfy (¢p, ¢p) =1 and (¢p, d¢p) = 0.

On eigenspaces, the infinitesimal generators can be represented by matri-
ces. In fact A and A* satisfy AQ = QB, A*W = W B* where ¢, ¥ are given
by (57) and (61) and the matrices B, B* are also given by (12).

Now that we have constructed the adjoint and given some of its properties
we can decompose the nonlinear operator equation (43) into a two dimen-
sional system with eigenvalues iw and —iw and another operator equation
with eigenvalues having negative real parts. The procedure is based on Hale
[12] and is similar to Step 5 of Section 2.

We will decompose the nonlinear system (43) for the case p = 0, since
we will not need to develop approximations for p # 0 in this chapter. High
order approximations have been developed in Hassard and Wan [16], but these
will not be needed in order to develop the approximate bifurcating periodic
solution studied here.

Based on standard existence and uniqueness theorems for delay differential
equations, let z; € Cy be the unique family of solutions of (43), where the
notation has been dropped since we are only working with p = 0. Define

v = w0 = (52 4. (64

where Y (t) € C? for t > 0, and set Y'(t) = (y(t), 7(t))" where y(t) = (¢p, 2)
and g(t) = (¢p, 2:). The reader should note the similarity to equation (11).
By differentiating (53), and using z:(0) = z(t), 2:(0) = z(¢t + 0), we have

d d

W 2) =, —). (65)
Use (9), (43), (54), (65), and A*¥ = WB* to write
%Y(t) = BY (t) + (¥, F(z)). (66)

Using (44) and (53), compute (¢p, F(2)) = EDT(O)(F(zt))(O) = ﬁTf(zt).

Similarly (¢, F(z:)) = DT f(z). Then

o ({60, F) Y _ (D752
<“””‘Q%Fw0—@m@>’ (67)
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which yields the first two equations in (83) below. They can be written as

%y(t) = wy(t) + ﬁTf(Zt),
%y(ﬂ = —iwy(t) + D" f(z). (68)

If one defines the orthogonal family of functions
Wy = 2t — @Y(t), (69)

where @ is given by (57) and Y(¢) is given by (64), then (¥, w¢) = 0, where
¥ is given by (61). Now apply the infinitesimal generator (40) to

to get
(Az)(0) = (Awy)(0) + (AB)(O)Y (t) = (Aw)(0) + BBY (1) (71)

We will need this relation below.

One can now construct the third equation. There are two cases: § = 0 and
0 € [—0,0). From (69), for the case with § = 0,

w(t) = wi(0) = 2(0) = P(0)Y(t) = 2(t) — P(0)Y (¢). (72)

The reader is reminded here of the notation wy(f) = w(t + 0). It is easy to
show that w(t) € R?, since 2(t) € R? and ®(0)Y (t) = (¢p, 2:)C + (¢p, 2)C =
2Re{(¢p, 2)C} € R2.

From (40) and (43)

920 = L10) = (420)(0) + (P())(0) = Uz(0) + Valt — ) + f(z0). (73
Differentiate (72) and combine it with (66) and (73) to give
Swlt) = (U=(0) + V(i — 0) + f(20)} ~$(0) {(BY(1) — (&, F))} . (74

If 6 =0 in (71) then, from (40),
Uz(t)+ Vz(t— o) =Uw(t) + Vw(t — o) + $(0)BY (t). (75)
Now substitute (75) into (74) to get

Zu(t) = Uult) + Vult - 0) + () = 20, F(z),
=Uw(t)+ Vw(t —o) + f(z:) — 2Re{{¢p, z:)C} . (76)

For the case with 8 # 0 we can apply a similar argument to that used to
create (76). We start by differentiating (69) to get
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d’LUt dZt ’
ot gy
dt dt ®);
d
= = P{BY (1) + (W, F ()}, (77)
= % —@BY (t) — (W, F (z))}.
For 6 # 0 in (43) and (44)
d
Then, using (71) and (78), we have
% = Az — OBY (t) — B(T, F (z))},
= Aw, + OBY (t) — DBY (t) — B(T, F (z))}, (79)
This can then be written as
d
% = Aw, — 2Re{{dp, z)oc ). (81)
Use (44) to finally write the equation
d’LUt
E = A’LUt — 2R€{<¢D, Zt>¢c} + F(Zt) (82)
Equation (43) has now been decomposed as
d ) —T
(1) = iwy(t) + D f(z),
d -
() = (1) + DT (), (53)
4oy - | A0)O) —2Rel(0p,2000(0)  —a <0<,
dt (Aw;)(0) — 2Re{(¢p, 2)¢c(0)} + f(z) 0 =0.
In order to simplify the notation write (83) in the form
d .
(O = wy(t) + Fy(Y, wy),
dy o —
() = —iwg(t) + Fr(Y, wy), (84)
d
% = A’LUt + FQ(K ’LUt),

where
Fu(Y, w) =D f(z),
[ —2Re{{¢p, 2)dc(8)} 5 <0<0,
Fo(Y, we) = {—2Re{<¢§,zt>¢§<o>}+f<zt> o=0. (85)

Note that (84) is a coupled system. The center manifold and normal forms
will be used as a tool to partially decouple this system.
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5 A Machine Tool DDE Example: Part 1

This example will be discussed in multiple parts. In the first part we will
formulate the operator form for the example delay differential equation, de-
scribe a process of determining the critical eigenvalues for the problem, and
formulate the adjoint operator equation.

Step 1: Form the Operator Equation

The example we will consider involves a turning center and workpiece com-
bination. For readers unfamiliar with turning centers they can be thought
of as numerically controlled lathes. The machining tool model, used only for
illustration in this paper, is taken from Kalmér-Nagy et al. [20] and can be

written as

&+ 2wni + Wi = kfo (1— (i> ) (86)

ma Jo

where w,, = y/r/m is the natural frequency of the undamped free oscillating
system and £ = ¢/2mw,, is the relative damping factor and k is the cutting
force coefficient that is related to the slope of the power-law curve used to
define the right hand side of (86). The parameters m, r, ¢ and « are taken as
m = 10 kg, r = 3.35 MN/m, ¢ = 156 kg /s, and a = 0.41 and were obtained
from measurements of the machine-tool response function (see Kalmér-Nagy
et al. [20]). The parameter a was obtained from a cutting force model in
Taylor [31]. These then imply that w, = 578.791/s, £ = 0.0135. The nominal
chip width is taken as fy and the time varyin chip width is

f=Jfota(t)—x(t—7), (87)

where the delay 7 = 27/(2; is the time for one revolution of the turning center
spindle. The cutting force parameter k will be taken as the bifurcation param-
eter since we will be interested in the qualitative change in the displacement,
z(t), as the cutting force changes. The parameters m, r, ¢ and f are shown in
Figure 3. The displacement z(t) is directed positively into the workpiece and
the tool is assumed not to leave the workpiece.

The model is simplified by introducing a nondimensional time s and dis-
placement z by

VA

I
€
3
o+

SRS

where the length scale is computed as
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/

Fig. 3. One Degree-of-Freedom-Model for Single-Point Turning

3fo
A= ——— 89
S (89)
a new bifurcation parameter p is set to
pP=—7, (90)
mw2
and the delay parameter becomes

The dimensionless model then becomes, after expanding the right hand side
of (86) to the third order,

d’z d_x

T oe o (Ar b B(20° 1 207)), (92)
where
Az = z(s — o) — x(s),
31 —-a)

We will now consider z as a function of the dimensionless s instead of ¢. The
linear part of the model is given by

d’z dx

— + 26— 4+ x = pAx, 94

T2 T P (94)
Since the Hopf bifurcation studied in this paper is local, the bifurcation pa-
rameter will be written as
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P =p+ pe, (95)

where p, is a critical value at which bifurcation occurs. Then (92) can be put
into vector form (1) by letting z1(s) = x(s), z2(s) = 2’(s). Then

T (9) = Uw=(s) + V(02(s = 0) + [(=(), 25 o)), (96)
where
0= (2):
U(u) = (_1 - _12§> , (o7)
Vo= (40 0):
and
[(2(s) s 2(s — )y 11) = (99)

0
((M +pe)E (21(5 = 0) = 21(5)" + (1 +pe)E (21(s — 0) — 21(8))3> '
The linear portion of this equation is given by

% (9) = U)=(s) + V(w)=(s — o). (99)

and the infinitesimal generator is given by

_ @(‘9) —0<60<0
(“mw‘{vwwwﬁvmw&w b-0 (100)

Then (96) can easily be put into the operator form (43).

Step 2: Define the Adjoint Operator

Here we can follow the lead of Step 2 of Section 4 and define the formal adjoint

as
o) = ~U ()T (o, ) = V() (5 + 1), (101)

As in Section 4, if we define

(T"()9) (0) = (2s(¥)) (0) = 2(s +0) (102)

for 0 € [0,0], s <0, us € C§, and z,(¢) as the image of T™*(s)%, then (102)
defines a strongly continuous semigroup with infinitesimal generator
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_dv -
mwmww:{ w (©) 0<0<0, (09

-7 (0) = U(u)ﬁfb(o) + V() Tp(o) 6=0.

Note that, although, as before, the formal infinitesimal generator for (102) is
defined as

A = tim [T (s) — 0], (104)
Hale [12], for convenience, takes A* = —A{ in (103) as the formal adjoint to

(100).

Step 3: Define a Natural Inner Product by way of an Adjoint

This step follows simply by defining the inner product in the same manner as
in equation (53).

Step 4: Get the Critical Eigenvalues

In this step the reader will begin to see some of the complexity of dealing

with the transcendental characteristic equation. The eigenvalues will depend

on the parameters in equation (94) and only certain parameter combinations

will lead to eigenvalues of the form iw and —iw. We will also establish the

connection of the critical eigenvalues with the Hopf bifurcation conditions.
Following Hale [14], introduce the trial solution

2(s) = ce™®, (105)

where ¢ € C?, and U(u), and V() are given by (97), into the linear system
(94) and set the determinant of the resulting system to zero. This yields the
transcendental characteristic equation

X)) = A2+ 26X+ (1 +p) —pe 7 = 0. (106)

Before developing the families of conjugate eigenvalues, we wish to charac-
terize certain critical eigenvalues of (106) of the form A\ = iw. However, the
eigenvalues for (106) of the form A\ = iw exist only for special combinations
of p and 0. We will say that a triple (w, o, p), where w, o, p are real, will
be called a critical eigen triple of (106) if A = iw, o, p simultaneously satisfy
(106). The discussion below points out the significant computational difficul-
ties involved with estimating the eigenvalues for a characteristic equation or
exponential polynomial related to a linear delay differential equation.

The following properties characterize the critical eigen triples for linear
delay equations of the form (2) with coefficients from (97).

1. (w, o, p) is a critical eigen triple of (106) if and only if (—w, o, p) also is
a critical eigen triple of (106).
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For w > 1 there is a uniquely defined sequence o, = o, (w), r
and a uniquely defined p = p(w) such that (w, o, p), r =0,
are critical eigen triples.

If (w, o, p) is a critical eigen triple, with w > 1, then p > 2£(1+&). That
is, no critical eigen triple for (106) exists for p < 2£(1 + &).

For

pm = 2§(1 +§), (107)
the minimum p value, there is a unique w > 1 and a unique sequence
or, v =20, 1, 2,..., such that (wy,, o, pm) is a critical eigen triple for

(106) for r =0, 1, 2,.... The frequency at the minimum is

wm = /T + 2¢. (108)

For p > 2£(1 + &) there exist two w’s, w > 1, designated wy, w_
and uniquely associated sequences 0,7 = o,(wy), 0, = op(w_), 7 =
0, 1, 2,...such that (wy, o}, p), (w—, 0,7, p) are critical eigen triples

for (106) for r =0, 1, 2,.... w4, w_ are given by

Wi = (14p—26%) + /p? — 462 + (46" — 4€2), (109)
w2 = (L4 p—26%) — V/p? — 4% + (4¢1 — 4¢2). (110)
oF, o are given by
O_j:2(w+—|—7'7r)—|—37r (111)
W4
0;22(w_+7“7r)—|—37r (112)
w_
where
Gy = —7 + tan "t ( 225‘”* ) (113)
wi —1
Y = —7m+tan~! (%) : (114)
w2 —1

There do not exist critical eigen triples for 0 < w <1

We will not prove these results (for proofs see Gilsinn [11]) but we briefly

discuss their significance graphically by examining Figure 4 where the plots
are based on the value of £ = 0.0135. The entire development of the periodic
solutions on the center manifold depends on knowing the critical bifurcation
parameter p in (92). This parameter is linked to the rotation rate, (2., of the
turning center spindle. One can plot p against (2. = 1/0,, where {2, is the
rotation rate of the turning center spindle, for r = 0, 1, 2,... where each r
indexes a lobe in Figure 4 moving from right to left in the figure. Call the right
most lobe, lobe 0, the next on the left lobe 1, etc. For each r the pairs (2., p)
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Fig. 4. Stability Chart with Sample Critical Eigen Triples Identified

are computed for a vector of w values. When these families of pairs are plotted
they form a family of IV lobes. Each lobe is parameterized by the same vector
of w’s so that each point on a lobe boundary represents an eigenvalue of (106)
for a given p and o, = 1/£2,. The minimum of each lobe is asymptotic to a
line often called the stability limit. Te second property above states that for
a given w there is associated a unique value on the vertical axis, called p(w),
but an infinite number of ¢,.(w)’s, one for each lobe, depicted graphically on
the horizontal axis as 1/w,, for rotation rate. The minimum value on each
lobe occurs at p = 2£(1 4 £) with an associated unique w = /1 + 2. Finally,
for each lobe there are two w’s associated with each p, denoted by w_ and
wy, where w_ is the parameter associated with the left side of the lobe and
w4 with the right side of the lobe. At the minimum w_ = wy.

The significance of the stability chart is that the lobe boundaries divide the
plane into regions of stable and unstable machining. In particular, the regions
below the lobes are considered stable and those above are considered unstable
in the manufacturing sense. This will be a result of the Hopf bifurcation at the
lobe boundaries. Since the parameter p is proportional to material removal,
the regions between lobes represent areas that can be exploited for material
removal above the stability limit line. This figure, called a stability chart,
graphically shows the meanings of properties two through five above and was
introduced by Tobias and Fishwick [33]. The structure of stability charts for
delay differential equation can be very complex. The current machine tool
example exhibits one of the simpler ones. To see some examples of different
stability charts the reader is referred to the book by Stépéan [28].

We will use an argument modeled after Altintas and Budak [1] to develop
necessary conditions for ¢, and p and show how they relate to w. These
conditions are in fact used to graphically display the stability lobes. Set
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1

P TS e (115)

Then (106) becomes
14 p(1—e )P(N) = 0. (116)

Set A = iw and write
P(iw) = G(w) + 1H (w), (117)

where
1—w?

Gw) = TV EENCTRER (118)
H(w) = 26w (119)

(1 —w?)? + (26w)?

Substitute (117) into (116) and separate real and imaginary parts to get

1+ p[(1 = coswo)G(w) — (sinwo)H (w)] =0, (120)
p|G(w) sinwo + H(w)(1 — coswo)] = 0. (121)
From (118) and (119)
H(w) sinwo
Glw)  1—coswo’ (122)

From the definition of G, H and the fact that w > 1, (122) falls in the third
quadrant so that one can introduce the phase angle for (117), using (118) and

(119), as
4 (H(w) _ 2¢w
— 1 _ 1
Clearly, —m < ¢ < 7. Using half-angle formulas,

sinwo

tant) = 11— coswo’
cos (%7)
sin (£2)’

= —cot (%) , (124)

ztan(g—k%:l:mr),

forn =0,1,2,.... Therefore

T wo
=242 12
0 5 + 5 nm, (125)

where wo > 0 must be satisfied for all n. In order to satisfy this and the
condition that —m < ¢ < 7, select the negative sign and
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n=2+4r, (126)
for r =0,1,2,.... Therefore, from (125), the necessary sequence, o, is given
by

“ (127)

or = 2(¢p +rm) + 37’
where 1) is given by (123). Finally, substituting (122) into (120), one has the
necessary condition for p as

1
where, p > 0 since w > 1. Therefore (127) and (128) are the necessary con-
ditions for (w, o, p), » =0, 1, 2,..., to be critical eigen triples for (106).
Note that this also implies uniqueness. Equations (127) and (128) show how
p = p(w) and 1/0, uniquely relate in Figure 4.
The lobes in Figure 4 are plotted by the following algorithm. Since p must
be positive, select any set of values w > 1 such that G(w) < 0. Given a set of

w > 1 values, pick r = 0,1, 2,--- for as many lobes as desired. Compute U%

from (127) and p from (128), then plot the pairs (U%, p).

The following is a consequence of properties one through six for critical
eigen triples. If (wp, o, p) is a critical eigen triple, wy > 0, then there cannot
be another critical eigen triple (wi, o, p), w1 > 0, w1 # wy. Furthermore,
since (—wp, o, p) is also a critical eigen triple, there can be no critical eigen
triple (w2, o, p), wa < 0, wa # —wp. This does not preclude two or more
lobes crossing. It only refers to a fixed lobe.

Finally we can state the Hopf criteria. That is, there is a family of simple,

conjugate eigenvalues A(u), A(w), of (106), such that
Ap) = a(p) +iwo(p), (129)

where «, wg are real, wo(p) = w(p) + we where w(p) is a perturbation of a
critical frequency w,, and
a(0) =0,
wo(0) > 0, (130)
a’'(0) > 0,
The proof of this result depends on the Implicit Function Theorem and is
given in Gilsinn [11]. As a consequence of the Implicit Function Theorem
the conditions a(0) = 0 and w(0) = 0 and thus w(0) > 0 follow. The last
condition, that a/(0) > 0, follows from following relations, valid for the current
machine tool model, that are also shown in Gilsinn [11]
2€ — owg + o (1 4 pe)l[l —we] + [2we(1 + 08)][26w]
Pe[2§ — owZ + o(1 4 pe)]? + pe[2we(1 + 0€)]?
[26 — ow? + o (1 + po)][26we] — [1 — w?][2wc(1 + 0¢)]
Pe[2§ — owZ + o(1 + pe)]? + pe[2we(1 + 0€)]?

3

W' (0) =
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The numerator of o’(0), divided by p., can be expanded to give
26(1 4+ w?) 4+ o(1 — w?)? + dow?€? + op.(1 — w?) (132)

The only term in (132) that can potentially cause (132) to become negative
is the last one. However, p. and w, are related by (128) which implies that

_ (- w)? + (26we)?

c = 1
Pe 2= (133)
If we substitute (133) into (132) one gets

26(1+w?) + Z(1 — w?)? + 20022 (134)

2

which is clearly positive so that @’(0) > 0. To compute the bifurcating periodic
solutions and determine their periods later we will need to use both o/(0) and
w'(0). Finally, the last Hopf condition is also shown in Gilsinn [11] and that is
that all other eigenvalues than the two critical ones have negative real parts.
The proof of this part of the Hopf result involves a contour integration.

We are now in a position to determine the nature of the Hopf bifurcation
that occurs at a critical eigen triple for the machine tool model. To simplify
the calculations only the bifurcation at the minimum points of the lobes, p,,
and wp,, given by (107) and (108), will be examined. Any other point on a
lobe would involve more complicated expressions for any p greater than p,,
and obscure the essential arguments. We will see that a bifurcation, called a
subcritical bifurcation occurs at this point, which implies that, depending on
the initial amplitude used to integrate (92), the solution can become unstable
in a region that otherwise might be considered a stable region.

The rotation rate, 2,,, at p,, can be computed from (108) and (123) as

Y = —7 +tan™! (M) ;

1 W

Qm = = )
om  2(Ym +rm)+ 37

(135)

forr=0,1,2,---. When £ = 0.0135, as computed for the current machining
model, one has that ¢, = —2.3495. When r = 0, (2,,, = 0.2144 (0,,, = 4.6642),
which is the dimensionless rotation rate at the minimum of the first lobe to
the right in Figure 4. This point is selected purely in order to illustrate the
calculations. The stability limit in Figure 4 is given by (107) as

P = 26(€ +1) = 0.027365 (136)

The frequency at this limit is given by (108) as

wm = /1 +2¢ = 1.01341 (137)
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Then from (131)

, _ 1
)= TR T Eon)
T
1+ 8)2(1+¢€om)

W' (0) = x (138)

Step 5: Apply Orthogonal Decomposition

We will now follow the steps needed to compute the bifurcating periodic so-
lutions on the center manifold. The first step is to compute the eigenvec-
tors for the infinitesimal generators A and A*. The general forms for these
eigenvectors are given by (58) and (59). We wish to compute the constant
vectors C' and D. To compute C' we note that for § = 0, (40) implies
(U+V exp(—iwo))C = iwC or (U —iwl +V exp(—iwo))C = 0. Since iw
is an eigenvalue, (56), (97), and (106) imply that there is a nonzero solution
C. If we set ¢; = 1 it is easy to compute ¢y = iw. The eigenvectors of A are

then given by
e®) = ().
s —iw 1
$o(0) = e (_w>. (139)

To compute D we have, at 6 = 0, from (47), that (U” + V'e“? +iwl) D = 0.
The determinant of the matrix on the left is the characteristic equation so that
there is a nonzero D. From (58), (59), (10), and (140) one seeks to solve for

D so that (6p.6¢) (60,3e)\ _ (10
_ D, ®c) (PD, _
.2} = (@Dm <$D,a§>> - (o 1) ' (140)

Due to symmetry one only needs to satisfy (¢p,dc) = 1 and (¢p, ¢o) = 0.
From (53), (58), and (59) compute d; and ds to satisfy

1 =dy + [opecoswo +i (w — op.sinwo))] da,

0=d + [& sinwo — iw| da, (141)
w

from which the eigenvectors of A* associated with the eigenvalues —iw, iw
can be computed as

¢p(0) = ™D,
¢p(0) =e D, (142)

where D = (dy, d2)T and
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DPe . .
dy = — (— sinwo + zw) da,
w

(crpcz.u2 COSWT — Pew sinwa) + 4 (2w3 — opew? sin wa)
dy = - 5 - , (143)
(opew cos wo — pesinwo)” + (2w? — opew sinwo)

From (143) the value of do can be calculated as

R
R NN [ aER (144)

where 0 = 0, De = P, W = Wiy, in (143).
Once these eigenvectors have been computed the decomposition then can
be written by a straightforward use of (98), (84) and (85).

6 Computing the Bifurcated Periodic Solution on the
Center Manifold

This section will be written in such a manner that it could apply to both
ordinary and delay differential equations. We know from ordinary differential
equations that in the case of the homogeneous portion having two eigenval-
ues with zero real parts and all of the others negative real parts there are
two manifolds of solutions. One manifold, called the stable manifold, is an
invariant manifold of solutions that decay to the equilibrium point. The other
manifold, called the center manifold, is an invariant manifold on which the
essential behavior of the solution in the neighborhood of the equilibrium point
is determined.

Step 6: Compute the Center Manifold Form

To begin the construction of a center manifold we start with the equations
(84)

d .

() = iwy(t) + Fi(Y, w),

du _

) = —iwq(t) + Fa(Y, wy), (145)
d
% = Awt + FQ(K ’LUt),

where

Fi(Y, w) = dp (0)f(z0),
—2Re{{(¢p, 2)C} -0 <6<0,

B(Y, we) = {—2Re{<¢5D, O+ f(z)  6=0. (146)
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This system has been decomposed into two equations that have eigenvalues
with zero real parts and one that has eigenvalues with negative real parts. For
notation, let E¢ be the subspace formed by the eigenvectors ¢¢, ¢c. We can
now define a center manifold by a function w = w(y,y) for |y|, [y| sufficiently
small such that w(0,0) = 0, Dw(0,0) = 0, where D is the total derivative
operator. Note that w = w(y,7) is only defined locally and the conditions
on w make it tangent to E° at (0,0). According to Wiggins [34] the center
manifold for (84) can then be specified as

We(0) = {(y, 7, w) € C°lw = w(y,7), |yl, [7] < 6,w(0,0) = 0, Dw(0,0) = 0}.
(147)
for § sufficiently small.
Since the center manifold is invariant, the dynamics of the first two equa-
tions in (145) must be restricted to the center manifold and satisfy

d ) _

d_y =iwy + Fi(y, w(y, 7)),
s

dy R _

There is also one more condition on the dynamics that must be satisfied by
w = w(y,y) and that is, it must satisfy the last equation in (145). Then, by
taking appropriate partial derivatives we must have

Dyw(y, Pi{iwy + Fily, w(y, ¥))} + Dyw(y, D{—iwy+ Fi(y, w(y, 7))}
= Aw(y, ¥) + Fa(y, w(y, 7)) (149)

where D represents the derivative with respect to the subscripted variable.
The argument of Kazarinoff et al. [22] (see also Carr [9]) can be used to look
for a center manifold w(y, ¥) that approximately solves (149). We will not
need to reduplicate the argument here but to note that in fact an approximate
center manifold, satisfying (149), can be given as a quadratic form in y and g
with coefficients as functions of 6
2 —2
w(y, T)(0) = wao(6) % +win (67 +woa(6) % (150)

Then the projected equation (148) on the center manifold takes the form

d
d—‘z =iwy +9(y, Y),
dy L _
Js = Wyt 9y, 9, (151)
S
where the g(y, ) is given by
2 —2 2—
_ Y _ 7] ]
9y, T) = 92075 + 911y + go2 5 + go1 5 (152)

2 2 2
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Since wpz = Wag, one only needs to solve for woy and wi;. It can be shown
that W20, W11 take the form

wa0(0) = c10(0) + c29(0) + Me*™?,
w11(0) = c3¢(0) + cag(6) + N, (153)

where ¢;,i = 1,...,4 are constants and M, N are vectors. We will show how
the coeflicients and the vectors can be computed in a specific example below.

Step 7: Develop the Normal Form on the Center Manifold

The equations on the center manifold can be further simplified. Normal form
theory, following the argument of Wiggins [34] (see also Nayfeh [25]), can be
used to reduce (151) to the simpler form (154) below on the center manifold.
In fact, (148) is reduced to a normal form by a transformation of variables,
y — v, so that the new system takes the form

dv . 9

— = WU + €21V,

ds

dv L 9

— = —iWU + €100, (154)
ds

where the higher order terms have been dropped. The derivation of this for-
mula is complex and is not needed for this chapter. The interested reader
should consult Gilsinn [11] and Wiggins [34] for the essential ideas involved.
The formula needed is one that links (154) with (152) and is given by

i 2 |902|2 g21
-9 — 2= 4= 155
C21 B {911920 |911| 3 } B ( )

For a more general discussion of the normal form on the center manifold
when p # 0 see Hassard et al. [17]. Up to this point one has only needed
1 = 0. But, to compute the periodic solution we will reintroduce p # 0. A
formula for the periodic solutions of (1) can be computed. The argument is
based on that of Hassard et al. [17] and will not be given but the references
Gilsinn [11] and Hassard et al. [17] can be consulted by the interested reader.
What is important here is a formula that can be used in specific examples.

Step 8: Form the Periodic Solution on the Center Manifold

To begin with let € > 0 and an initial condition for a periodic solution of (154)
be given as
v(0; €) =e. (156)

Then, there exists a family of periodic solutions v(s, p(e)) of (194) with
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p(e) = po€® + -
Ble) = fae® +- (157)
T(e) = To(1 + m0e? + - - ),

where T(e) is the period of v(s, u(e€)), B(e) is the nonzero characteristic ex-
ponent, and

B _Re {(321}
T
62 = 2Re {021(0)},
72 = = (! (0) + T a1 ), (158)
To= 2.

Furthermore, v(s, p(e€)) can be transformed into a family of periodic solutions
for (1) given by

z(s) = P(s, p(€)) = 2eRe {¢(0)e™* } + Re {Me*™* + N} . (159)
with € = (u/p2)'/2. For pa > 0 the Hopf bifurcation is called supercritical
and for po < 0 it is called subcritical. Finally, note that since p ~ jze? one
can take € = (u/p2)"/? which allows one to associate Z(s) with the parameter

p = 1+ pe. From Floquet theory if 5(e) < 0 the periodic solution is stable
and if 8(e) > 0 it is unstable.

7 A Machine Tool DDE Example: Part 2

In this section we will show how the formulas in the previous section are com-
puted for the specific example of the turning center model. We will conclude
this section with a formula approximating the periodic solution of (96)

Step 6: Compute the Center Manifold Form

With the eigenvectors computed we can proceed to approximate the center
manifold and the projected equations on the center manifold. We begin by
assuming that an approximate center manifold, satisfying (149), can be given
as a quadratic form in y and § with coefficients as functions of 6

2 —2
w(y, 7)(6) = wan(6) % + win (67 + woa(6) - (160)
The object of this section is to compute the constants c1, c2, c3, ¢4, and the
vectors M, N in (153) in order to create the coefficients for (160).
Using (70) we can introduce coordinates on the center manifold by
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z=w+ ¢y + ¢y. (161)
From (83), (84), (148), and (161) we have on the center manifold

2—‘2 = iwy+ 3" (0)f(w(y, 7)+ by + 50). (162)
Define o )
9(y; 1) =& (0)f(w(y, )+ oy + oY), (163)

where g*T(O) = (d1, d) from (142) and

0
pe (E [w(y, Dh(-0) +ys1(—0) + ?5%(0)
Fw(y, 7)+ ¢y + o7) = —w(y, )1(0) = y¢1(0) — 5, (0)]
+E [w(y, Ph(=0) +yo1(~0) + 5, (0)
—w(y, 7)1(0) - y61(0) — 73,(0)]°)
(164)
From (160)
wiy, 7)) = wan(0) L+ wir (017 + wez(0) %,

wly, P)(-0) = wao(~0) % +wns(~0)yy + wea(—0) -, (165)

2

where wy;(6) = (w (8), w2 (6))".

iJ iJ
Note here that in order to compute ug, 72, B2 one need only determine

g(y, 7) in the form (152). To find the coefficients for (152) begin by expanding
the nonlinear terms of (164) up to cubic order, keeping only the cubic term
y?7. To help simplify the notation let

N=e T . (166)
Then, using (58), (165), and (166),

E [w(y, §)1(~0) + yo1(—0) + T (0) — w(y, 7)1(0) — yd1(0) — 7, (0)]”
= Ey*y* + 2Eygyy
+Ey°¥* + E { [wéo(—ff) - w%O(O)] 7+2 [wh(—a) wi; ( ] ’Y} T 167)
E [w(y, 9)1(—0) +yd1(—0) + 71 (0) — wly, )1(0) — yé1(0) — 7, (0)]
= 3B7°7y°y.
If we define
920 = 2E¥*dape,,
g11 = 2Evydape, (168)
go2 = 2E5*dap..,
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and

921 = 2pe { E [wiy(—0) — w30 (0)] 7 + 2B [wy (—0) — wyy (0)] v + BV} da,
(169)
we can use (163) through (169) to write

2 — —2 2—
_ — 920y g11yy | go2y 921Y°Y 0
fw(y, §)+ ¢y + ¢7) {2d2 % 0, o }(1> (170)

In order to complete the computation of g2; one needs to compute the center
manifold coefficients wsg, wi1.

Since we are looking for the center manifold as a quadratic form, we need
only expand functions in terms of y?, %%, %°. From the definition of Fy in
(85), (152), and (163) write F» as

By, ¥ :_{920¢ ) + Goa(0 }—
— {g116(0) + 7110(0)} 7 (171)

—2

— {9020(0) + 52090} L,

2
for —o <0 < 0 and for # =0

'—{9n¢an—%ynaan__%r_(?>}yy (172)
go2

—{902¢( ) + G200(0) — @ (?)}%

Note that, to compute the coefficients of the center manifold, one only needs
to work to the second order.
Since go2/d2 = Goo/d2 write the coefficients of Fa(y, ) as

) — (9209(0) + Gp20(0)) —0<60<0,
o= - (gwb( )+ap0) -2 (1)) o=
= (9116(0) + 7116(9)) —0<6<0,
Fil6 (gnqs e -2 (1)) e=o 0T

FOQ(G) F20 9)

One can now set up equation (149) to approximate the center manifold.
On this manifold one must have

W(s) = w(y(s), y(s)). (174)
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By taking derivatives, the equation for the manifold becomes

wy(y, Ty (s) +wyly, Y (s) = Aw(y(s), ¥(s)) + Fa(y(s), ¥(s)), (175)
where w(y, ) is given by (160). The partial derivatives are given by

wy(y, Y) = w20y + w11y,
wy(y, Y) = winy + wo2y. (176)
Using (151) and (176) expand the terms of (175) to second order as
)(O)y (5) = iwwszo(B)y* (5) + iwwir ()7 (s)y(s),
D07 (5) = —iwwi1(0)y(s)7 (s) — iwwoz(0)7°(s),

Aw(y, )(0) = (Aws)(0)

g
<
—~
&
<

—2

+ (Awn)(O)57 + (Awe2)(0) %, (177)

2| S

—2

2
Faly, )(6) = Fo(0) % + Fa(0)y7 + F30(6) -

Substitute (177) into (175) and equate coefficients to get

2iww20 (9) — A’LUQQ = FQQO, (9)
—Awy; = F3(0), (178)
—2iww02(9) - A’LU()Q = FOQQ(G)
Since F, = 730 and wge = Wag, one only needs to solve for weg and wy;.

To compute ¢z, ¢4, N, use the second equation in (178), the definition of
A in (40) and (173). Then for —o <6 <0

dwn

do
Integrate (179) and use (58) to get

(6) = g116(6) + F116(6).- (179)

wnn(8) = Lo(6) - L15(6) + V. (150)
Clearly
e =2,
o1 = —%. (181)

To determine N we will use (40) for § = 0, u = 0 and the fact that ¢(0), ¢(0)
are eigenvectors of A with eigenvalues iw, —iw at § = 0. The eigenvector
property implies

UB(0) + V(—0) = —iwd(0). (182)
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If we combine this with (173), then it is straightforward to show that
U+ V)N =91 (0> (183)
dy \1
which can be solved for
g [ —1
N=—= . 184
() 150
To solve for ¢1, co, M, use the definition of A in (40) for —o < 6 < 0,
(173), (178) to get

dw ) _ =
o5 = 2iwwao(0) + 9206(0) + Toa (). (185)
This nonhomogeneous system has the solution
920 Jo2 — 2iwh
== — == M . 1
wao(0) = —226(6) — 225(0) + Me (156)
Again, clearly
g20
L= ———,
w
Jo2
=== 187
2 3w (187)

To solve for M use the definition of (40) for § = 0, u = 0, (173) and again the

fact that ¢(0), ¢(0) are eigenvectors of A with eigenvalues iw, —iw at § =0
to show that

(2iwl — U — Ve 27) pp = 220 (0> , (188)
dy \1
which can be solved for M as
920 1
M = DA (m) , (189)
where ,
A= —4w? 4+ 4difw +p. (1 — 7). (190)

One can now return to (169) and use (180) through (184) and (186)
through (190) to construct go; in (191), which concludes the construction
of (152) and thus the projected equation (151) on the center manifold. Then
the projected equation (148) on the center manifold takes the form (151) and
(152). The coefficients g;; for (152) are given by

920 = 2Ey*dop,
g11 = 2E~ydape,

go2 = 2B dape., (191)
— —2iwo
9207  Go2 , 920 (e _ 1) =
921 p,{ l i i + B 2l
19F [9%1’7 _ 9?1’7] ot 3E727} 82,
w w
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where

—iwo __ 1

v=e
A = —4w® + 4ikw + pe (1 — 7). (192)

3

Step 7: Develop the Normal Form on the Center Manifold

Once the constants (191) have been developed then the normal form on the
center manifold is computed as (154) using (193). Normal form theory, follow-
ing the argument of Wiggins [34] (see also Nayfeh [25]), can be used to reduce
(151) to the simpler form (154) on the center manifold. In fact, the system
(151) can be reduced by a near identity transformation to (154) where

,L' 2
o1 = =— 4 911920 — 2|g11]* — _|g02| 42 (193)
2w 3 2

The proof of the result is detailed and the reader is referred to Gilsinn [11]
and Wiggins [34]. As shown in Hassard et al. [17] the general normal form for
the case u # 0 is given by

d
= = AW + ea(W)*, v (194)
where A(0) = iw and c¢21(0) is given by (193).

One can now compute g29, 911, go2, and go1 from (191). Then from (193)
one computes co1 and finally, from (158), one can compute pa, 72, B2 as

[z = —0.09244,
75 = 0.002330, (195)
By = 0.08466.

This implies that at the lobe boundary the DDE bifurcates into a family of
unstable periodic solutions in a subcritical manner.

Step 8: Form the Periodic Solution on the Center Manifold

Using (159), one can compute the form of the bifurcating solutions for (96) as

2¢ cos 1.01341s + €2 ((—2.5968¢ — 6) cos 2.02682s
—0.014632 sin 2.02682s + 0.060113)
29) = | _oesin1.013415 4 €2 (—0.02966 cos 2.026825s
+(5.2632¢ — 6) sin 2.02682s)

(196)

As noted at the end of Section 6 one can take as an approximation

e:(ﬁ>ué (197)
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It is clear from (195) that p must be negative. Thus select

_\1/2
= % (198)
The period of the solution can be computed as
T(e) = j—z (14 m2€*) = 6.2000421 (1 + 0.002330 €?) , (199)
and the characteristic exponent is given by
B = 0.08466 €2. (200)

8 Simulation Results

To compare with the theorectical results, simulations were performed by di-
rect integration of (96). The first of two sets of simulations was initialized
at the points A through F in Figure 5 along the vertical line 2 = 0.2144
(selected for ease of calculation only). This line crosses the minimum of the
first lobe in Figure 5. The simulations numerically demonstrate that there
are three branches of periodic solutions emanating from the critical bifurca-
tion point p,, = 0.027365. The three branches are shown in Figure 6. The
amplitudes in this figure were computed using (196) with e given by (197).
Two of the branches are unstable and one is stable in the following sense.
Solutions initialized below the subcritical branch converge to the zero solu-
tion. Those initialized above the subcritical branch grow in amplitude. The
solutions initialized above zero for bifurcation parameter values greater than
the critical value grow in amplitude. Similar results would be obtained along
lines crossing at other critical points on the lobes.

The Hopf bifurcation result is very local around the boundary and only for
very small initial amplitudes is it possible to track the unstable limit cycles
along the branching amplitude curve. This is shown in Figure 7 where initial
simulation locations were selected along the subcritical curve and the delay
differential equation was integrated forward over five delay intervals. Note
that nearer the critical bifurcation point the solution amplitude remains near
the initial value, whereas further along the curve the solution amplitude drops
away significantly from the subcritical curve.

Since the subcritical bifurcation curve in Figure 6 is itself an approximation
to the true subcritical curve, solutions initialized on the curve tend to decay
to zero. This occurs at points A, B, and C in Figure 5.

The decay at point B, when initialized on the subcritical curve is similar
to the result at point A, but with a less rapid decay. However, one can show
the effect of initializing a solution above the curve at point B. That is shown
in Figure 9. Point B is given by (£2,p) = (0.2144, 0.020365). For p = 0.020365
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the subcritical curve amplitude value is 0.550363. Figures 11 and 12 show the
solution growing when the simulation amplitude is initialized at 0.8.

At point C, when the solution is initialized on the subcritical bifurcation
curve, the phase plot remains very close to a periodic orbit, indicating that
the Hopf results are very local in being able to predict the unstable periodic
solution.

The behavior at points D, E, and F of Figure 5 are similar in that all of
the solutions initialized above zero experience growth and eventually explode
numerically.

The second set of simulations, initialized at points G through M along the
line 2 = 0.15, in Figure 5, shows the stability of solutions for parameters
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falling between lobes in that the solutions of the delay differential equation
(92) all decay to zero. The gaps between lobes are significant for machining.
Since the parameter p is proportional to chip width, the larger the p value for
which the system is stable the more material can be removed without chatter,
where chatter can destroy the surface finish of the workpiece. These large
gaps tend to appear between the lobes in high-speed machining with spindle
rotation rates of the order of 2094.4 rad/s (20,000 RPM) or greater. Figure 12
illustrates this stability with one time plot for point M, (§2,p) = (0.15,0.08).
The solution for this plot is initialized at amplitude 0.08.
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