# Beetles, Cannibalism, and Chaos 

Analyzing a Dynamical System Model

By Dianne P. O'Leary


#### Abstract

A system's evolution over time can be described with a set of equations called a dynamical system. In this installment, we use a dynamical system to model the life cycle of flour beetles to estimate key parameters that describe their behavior.


|f you open a container of flour and see small red rods among the powder, you're probably looking at some confused beetles (Tribolium confusum) or red beetles (Tribolium castaneum), as pictured in Figure 1. These insects progress through several stages of life-egg (two to four days), larva (approximately 14 days), pupa (approximately 14 days), and adult (three years or more). Their life cycle is complicated by one additional fact: they're cannibalistic. Adults and larvae eat eggs, pupae, and immature adults, and adults also eat larvae.

By using a dynamical system to model the flour beetle's life cycle, we can estimate the parameters of biological significance that describe their behavior. At the same time, we illustrate some mathematical properties of dynamical systems.

## The Model

To try to understand the beetle population's dynamics, entomologists have developed a beetle model with three stages:

- $L(t)$ is the number of (feeding) larvae at time $t$.
- $P(t)$ is the number of nonfeeding (large) larvae, pupae, and immature adults at time $t$.
- $A(t)$ is the number of mature adults at time $t$.

Next, we define five coefficients of interaction, setting all other ones to zero:

- $b>0$ is the average number of larvae that each adult recruits (that is, tends).
- $0 \leq \mu_{L} \leq 1$ is the probability that a larva dies from something other than cannibalism.
- $0 \leq \mu_{A} \leq 1$ is the probability that an adult dies from something other than cannibalism.
- $e^{-c_{c u} A(t)}$ is the probability that an egg won't be eaten by an adult between time $t$ and time $t+1$.
- $e^{-c_{d} L(t)}$ is the probability that an egg won't be eaten by a larva between time $t$ and time $t+1$.
- $e^{-c_{p u} A(t)}$ is the probability that a pupa won't be eaten by an adult between time $t$ and time $t+1$.

The rate that adults eat larvae is small; we set it to zero. The model Brian Dennis and his colleagues ${ }^{1}$ proposed is
$L(t+1)=b A(t) \exp \left(-c_{e a} A(t)-c_{e l} L(t)\right)$,
$P(t+1)=L(t)\left(1-\mu_{L}\right)$,
$A(t+1)=P(t) \exp \left(-c_{p a} A(t)\right)+A(t)\left(1-\mu_{A}\right)$.
We measure time $t$ in 14-day units.

## PROblem 1.

To get some experience, plot the populations $L, P$, and $A$ for 100 days for three sets of data: $b=11.6772, \mu_{L}=0.5129$, $c_{e l}=0.0093, c_{e a}=0.0110, c_{p a}=0.0178, L(0)=70, P(0)=30$, $A(0)=70$, and $\mu_{A}=0.1,0.6$, and 0.9 . Describe the behavior of the populations in these three cases as if you were speaking to someone who isn't looking at the graphs.

## Equilibria and Stability

It's interesting to determine equilibria populations, or values for the initial numbers of larvae, pupae, and adults for which the population remains constant. We denote these as $A_{\text {fixed }}$, $L_{\text {fixed }}$, and $P_{\text {fixed }}$. Of course, one such solution is the extinction solution of zero larvae, zero pupae, and zero adults. If $c_{e l}=0$, then Dennis and colleagues provide a nonzero solution, valid when $b>\mu_{A} /\left(1-\mu_{L}\right)$ :
$A_{\text {fixed }}=\log \left(b\left(1-\mu_{L}\right) / \mu_{A}\right) /\left(c_{e a}+c_{p a}\right)$,
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The equilibrium solution is called stable if a colony of beetles with initial population $A(0) \approx A_{\text {fixed }} L(0) \approx L_{\text {fixed, }}$, and $\mathrm{P}(0) \approx P_{\text {fived }}$ tends to approach these values as time passes; otherwise, the solution is unstable. Let $\mathbf{x}_{t}$ be a vector with elements $L(t), P(t)$, and $A(t)$. Then our Equations 1 through 3 are
$x_{t+1}=\mathrm{F}\left(\mathbf{x}_{t}\right)$,
where
$\mathbf{F}\left(\mathbf{x}_{t}\right)=\left[\begin{array}{c}b A(t) \exp \left(-c_{e a} A(t)-c_{e l} L(t)\right) \\ L(t)\left(1-\mu_{L}\right) \\ P(t) \exp \left(-c_{p a} A(t)\right)+A(t)\left(1-\mu_{A}\right)\end{array}\right]$.
By Taylor series,
$\mathbf{F}\left(\mathbf{x}_{t}\right) \approx \mathbf{x}_{\text {fixed }}+\mathbf{J}\left(\mathbf{x}_{\text {fixed }}\right)\left(\mathbf{x}_{t}-\mathbf{x}_{\text {fixed }}\right)$,
where $\mathbf{J}\left(\mathbf{x}_{\text {freed }}\right)$ is the Jacobian of $\mathbf{F}$-that is, the $3 \times 3$ matrix of partial derivatives. Therefore,
$\mathbf{x}_{t+1} \approx \mathbf{x}_{\text {fuxed }}+\mathbf{J}\left(\mathbf{x}_{\text {fxeed }}\right)\left(\mathbf{x}_{t}-\mathbf{x}_{\text {fived }}\right)$, so
$\mathbf{x}_{t+1}-\mathbf{x}_{\text {fixed }} \approx \mathbf{J}\left(\mathbf{x}_{\text {fuxed }}\right)\left(\mathbf{x}_{t}-\mathbf{x}_{\text {fuxed }}\right)$, and
$\left\|\mathbf{x}_{t+1}-\mathbf{x}_{\text {fuxed }}\right\| \approx\left\|\mathbf{J}\left(\mathbf{x}_{\text {fxued }}\right)\left(\mathbf{x}_{t}-\mathbf{x}_{\text {fixed }}\right)\right\| \leq\left\|\mathbf{J}\left(\mathbf{x}_{\text {fxued }}\right)\right\|\left\|\mathbf{x}_{t}-\mathbf{x}_{\text {fxued }}\right\|$.
We conclude that the new point $\mathbf{x}_{t+1}$ tends to be closer to $\mathrm{x}_{\text {fixed }}$ than $\mathbf{x}_{t}$ is if all eigenvalues of the Jacobian, evaluated at $\mathrm{x}_{\text {fixed }}$, are inside the unit circle.

We can therefore label each equilibrium solution for our beetle problem as stable or unstable depending on whether the eigenvalues of the Jacobian matrix of the system
$\mathbf{F}(L, P, A)=\left[\begin{array}{c}b A \exp \left(-c_{e a} A-c_{e l} L\right) \\ L\left(1-\mu_{L}\right) \\ P \exp \left(-c_{p a} A\right)+A\left(1-\mu_{A}\right)\end{array}\right]$
all lie within the unit circle.


Figure 1. Red beetles. The red beetle's approximate length when fully grown is $\mathbf{3 ~ m m}$. (Figure copyrighted by Alex Wild, used with permission; all rights reserved.)

## Problem 2.

Let $\mu_{L}=0.5, \mu_{A}=0.5, c_{e l}=0.01, c_{e a}=0.01$, and $c_{p a}=0.01$. Plot $A_{\text {fixed }}, L_{\text {fixed }}$, and $P_{\text {fixed }}$ for $b=1.0,1.5,2.0, \ldots, 20.0$. To compute these values for each $b$, use fsolve, started from the solution with $c_{e l}=0$, to solve the equations $\hat{\mathbf{F}}(\mathbf{x})=\mathbf{F}(\mathbf{x})-\mathbf{x}=\mathbf{0}$. Provide fsolve with the Jacobian matrix for the function $\hat{\mathbf{F}}$, and on your plot, mark the $b$ values for stable equilibria with plus signs.

## Stability and Bifurcation

Let's investigate stability a bit more. We know that when $b$ $>\mu_{A} /\left(1-\mu_{L}\right)$, Equations 4 through 6 give a constant solution to our population model. This means that if we start the model with exactly these numbers of larvae, pupae, and adults, we expect the population at each time to remain constant. Let's see what happens numerically, though. We'll study the solution as a function of $\mu_{A}$, with the other parameters set to a particular choice of values. We want to know whether the solution for large values of $t$ is constant, periodic, or chaotic (with no regular pattern). To decide this, we make a bifurcation diagram: we run the LPA iteration for various values of $\mu_{A}$ and plot the last 100 values of the LPA iteration as a function of $\mu_{A}$.

## Tools

The genome of the red flour beetle was the first beetle genome sequenced (see www.hgsc.bcm.tmc.edu/ projects/tribolium/). For more pictures of it and other insects, see Alex Wild's Web site (www.myrmecos.net).

The main text uses life span and population data from Robert A. Desharnais and Laifu Liu ${ }^{1}$ and Stuart M. Bennett (www.the-piedpiper.co.uk/th7a.htm). The dynamical systems model we use comes from Brian Dennis, Robert A. Desharnais, J.M. Cushing, and R.F. Constantino. ${ }^{2}$

A text by Edward R. Scheinerman gives an excellent introduction to dynamical systems, stability, and bifurcation diagrams. ${ }^{3}$

Recently, the LPA model's developers have revisited the problem. ${ }^{4}$
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## PRoblem 3.

(a) Let $\mu_{L}=0.5128, c_{e l}=0.0, c_{e a}=0.01$, and $c_{p a}=0.09$. For $\mu_{A}$ $=0.02,0.04, \ldots, 1.00$, use the LPA relations in Equations 1 through 3 to determine the population for 250 cycles. On a single graph, plot the last 100 values as a function of $\mu_{A}$ to produce the bifurcation diagram.
(b) Determine the largest of the values $\mu_{A}=0.02,0.04$, ..., 1 for which the constant solution is stable (that is, wellconditioned).
(c) Explain why the bifurcation diagram isn't just a plot of $L_{\text {fixed }}$ versus $\mu_{A}$ when the system is unstable.
(d) Give an example of a value of $\mu_{A}$ for which nearby solutions cycle between two fixed values. Give an example of a value of $\mu_{A}$ for which nearby solutions are chaotic (or at least have a long cycle).

## Nurturing vs. Cannibalism: <br> Estimating the Parameters

Now that we understand some properties of our dynamical system model $\mathbf{x}_{t+1}=\mathbf{F}\left(\mathbf{x}_{t}\right)$, let's use some observed data to try to determine the parameter values. Robert Desharnais and

Laifu $\mathrm{Liu}^{2}$ observed four colonies of red beetles for 266 days, making observations every 14 days. With least squares, we can estimate the six parameters in our model using this data. Aside from the initial values $L(0), P(0)$, and $A(0)$, Desharnais and Liu give us three data values $L_{\text {observed }}(t), P_{\text {observed }}(t)$, and $A_{\text {observed }}(t)$ for each time $t=1, \ldots, 19$. Given values of the six parameters in our model, we can compute predicted values of the populations at each of these times, so we want to determine the parameters that minimize the difference between prediction and observation. Because Desharnais and Liu tell us that errors in the logs of the observed values are approximately equal, we minimize the least-squares function

$$
\begin{aligned}
\sum_{t=1}^{19} & \left(\log \left(L_{\text {observed }}(t)\right)-\log \left(L_{\text {predicted }}(t)\right)\right)^{2} \\
& +\sum_{t=1}^{19}\left(\log \left(P_{\text {observed }}(t)\right)-\log \left(P_{\text {predicted }}(t)\right)\right)^{2} \\
& +\sum_{t=1}^{19}\left(\log \left(A_{\text {observed }}(t)\right)-\log \left(A_{\text {predicted }}(t)\right)\right)^{2}
\end{aligned}
$$

where $L_{\text {predicted }}(t), P_{\text {predicted }}(t)$, and $A_{\text {predicted }}(t)$ denote the values obtained from Equations 1 through 3.

## PROBLEM 4.

(a) Use 1sqnonlin to solve the least-squares minimization problem, using each of the four sets of data in beetledata.m. In each case, determine the six parameters $\left(\mu_{L}, \mu_{A}, c_{e l}, c_{e a}, c_{p a}\right.$, and $b$ ). Set reasonable upper and lower bounds on the parameters and perhaps start the least-squares iteration with the guess $\mu_{L}=\mu_{A}=0.5, c_{e l}=c_{e a}=c_{p a}=0.1$, and $b=10$. Print the solution parameters and the corresponding residual norm.
(b) Compare your results with those that Desharnais and Liu computed (see param_dl in beetledata.m). Be sure to include a plot that compares the predicted values with the observed values.

When I asked 25 students to solve Problem 4 with the data from the second colony of beetles, they obtained 13 different answers, all of them different from mine! Unfortunately, none of them gave a good fit to the measured data. When solving a nonlinear least-squares problem, it's important to realize that the function might be nonconvex, which means it might have many local minimizers. This makes it quite difficult for an optimization routine such as

1sqnonlin to find the globally optimal solution. For difficult optimization problems, it sometimes helps to use a $b o$ motopy method. In its simplest form, this just means that we repeatedly use the known solution to one problem as a starting guess to solve a difficult nearby problem.

## PROBLEM 5.

Consider the data for the second beetle colony. For each value $b=0.5,1.0, \ldots, 50.0$, minimize the least-squares function by using 1 sqnonlin to solve for the five remaining parameters. Plot the square root of the least-squares function versus $b$, and determine the best set of parameters. How sensitive is the function to small changes in $b$ ?
Perform further calculations to estimate the forward er-ror-how sensitive the optimal parameters are to small changes in the data-and the backward error-how sensitive the model is to small changes in the parameters.

Dennis and his colleagues evaluated the LPA model using a less demanding criterion: they just compared the model's one-step predictions with the true values. (This is akin to a local error evaluation for an ordinary differential equation model; we just ask how much error is produced in a single step, assuming that correct values were given at the previous step.) It would be interesting to repeat the sensitivity analysis under this error criterion.
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## Partial Solution to Last Issue's Homework Assignment

# Monte Carlo Minimization and Counting 

One, Two, ..., Too Many

By Isabel Beichl, Dianne P. O'Leary, and Francis Sullivan

n the last issue's installment of Your Homework Assignment, we looked at Monte Carlo methods for difficult numerical problems. Specifically, we studied three uses of Monte Carlo methods-for function minimization, discrete optimization, and counting.

## PROBLEM 1.

Consider the function myf.m (on the Web site; www. computer.org/cise/homework/), with domain $0 \leq x \leq 7$.
(a) Generate 500 uniformly distributed points on the interval [0, 7] in Algorithm 1, using fmincon for the local minimizer. Make a graph illustrating the minimizer corresponding to each starting point.
(b) $L=90.3$ is a Lipschitz constant for the function myf.m. Use Algorithm 2 on the interval [ 0,7$]$. Compare the two methods' performance.
(c) (Extra) Try Monte Carlo minimization on your favorite function of $n$ variables for $n>1$.

## Answer:

The programs my fmin.m and myfminu.m on the Web site solve this problem but don't make the graph.

## Problem 2.

Use the simulated annealing algorithm to minimize myf.m. Experiment with various choices of $T, \alpha$, and $\varepsilon$. Describe your experiment and the conclusions you can draw about how to choose parameters to make the method as economical and reliable as possible.

## Partial Answer:

The program sim_anneal.m on the Web site is one im-


Figure A. Temperature $=1.0$ no cooling. Moves are random.


Figure B. Temperature $=\mathbf{0 . 1}$ no cooling. Score improves over time.
plementation of simulated annealing, and it can be run by using problem1_and_2.m. To finish the problem, experiment with the program. Be sure to measure reliability as well as cost, and run multiple experiments to account for the fact that the method is randomized. Also comment on the number of runs that converge to $x=1.7922$, which is a local minimizer with a function value not much worse than the global minimizer.

## PRoblem 3.

(a) Matlab provides a naive Monte Carlo solution algorithm for the traveling salesperson problem (TSP). Given an ordering of the cities, it randomly generates a pair of cities and
interchanges them if this interchange lowers the total distance. Experiment with the demonstration program travel.m and display the program using type travel to see how this works.
(b) Write a program to solve a TSP using simulated annealing, and compare your algorithm with that used in part (a).

## Answer:

(a) Experiments with the Matlab travel code show that it works for up to 50 cities but, as is to be expected, slows down for larger sets. It's interesting and important to note that the solution is always a tour that doesn't cross itself. We'll return to this point shortly.
(b) Figures A through C show the results of simulated annealing for 100 random locations, with temperature $T=1$, 0.1 , and 0.01 . Figures D and E show the actual tours for $T=$ 0.1 and $T=0.01$. Note that the result for 0.01 looks pretty good but not that much better than the output for $T=0.1$, yet the $T=1$ result looks completely random and gets nowhere near a low-cost tour. This demonstrates that lowering the temperature really does give a better approximation. However, because the $T=0.01$ tour crosses itself, we know that it's still not the true solution. And we don't know the true minimum score (distance) or an algorithm for setting and changing $T$. Figuring out how to vary $T$ is called $d e-$ termining the cooling schedule. We generally want to use a lower value of $T$ as the solution is approached. The idea is to avoid a move that would bounce away from the solution when we're almost there.

How we design a cooling schedule depends on our analysis of the problem at hand. Some general techniques exist, but cooling schedules are still an active research topic. Typing the phrase "TSP, simulated annealing, cooling schedule" into Google Scholar gives more than 500 pointers to research publications; a query to the main Google site gives more than 12,000 hits.

The most popular general approach for setting a cooling schedule is to change $T$ whenever a proposed move is accepted. Suppose that the initial temperature is $T_{0}$ and a proposed move is finally accepted after $k$ trials. Then the temperature is reset to $T_{0} / \log (k)$. The idea behind the use of $\log (k)$ in the denominator is that the number of trials $k$ required before generating a random number less than $\exp (-1 / T)$ is $\exp (1 / T)$ on average, so $1 / T$ should look something like $\log (k)$. This is the famous logarithmic cooling schedule. ${ }^{1}$
Figures F, G, and H illustrate the application of simulated annealing with a logarithmic cooling schedule to a TSP
with 100 random locations. The first two graphs show how the score evolves over 10,000 trials at a low temperature. Note that not many proposed moves that increase the score are accepted and that the score doesn't improve very much. The last is a picture of the best tour obtained. Because it crosses itself, it's not the optimal tour-getting that requires more computation and/or more sophisticated cooling schedules. Solving the TSP for 100 random locations is really quite difficult!
If you think this use of simulated annealing to attack the TSP seems quite informal and heuristic rather than analytic, you're right. In fact, some have argued that simulated annealing isn't really an optimization method but rather a collection of heuristic techniques that help in some cases. However, there's an important recently discovered connection between the central idea of simulated annealing and the use of Monte Carlo to approximate solutions to NP-hard problems, including determining the volume of a bounded convex region in $E^{n}$.

Suppose that $K$ is the set in question and we want to determine $\operatorname{Vol}(K)$. If $n$ is large, this can be a very hard problem. The most well-developed approach is to define a sequence of convex sets
$K_{0} \subset K_{1} \subset K_{2} \subset \ldots \subset K_{m}=K$,
where $\operatorname{Vol}\left(K_{0}\right)$ is easy to evaluate. For each $i$, perform a random walk in $K_{i}$ and count how many walkers happen to be in $K_{i-1}$. This gives an estimate of $\operatorname{Vol}\left(K_{i-1}\right) / V o l\left(K_{i}\right)$ and the product of these estimates for all $i$ is an estimate for Vol $(K)$.
The connection to simulated annealing comes in a couple of ways. For one thing, the random walk can be done by using a Metropolis algorithm with a different rejection rate (that is, a different temperature) for each $i$. A more recent idea is to recognize that the volume is the integral of the characteristic function of the set $K$ so we can try to approach this integral by integrating a sequence of other, easier functions instead. In particular, we can embed the problem in $E^{n+1}$ by adding an extra coefficient $x_{0}$ to the points in $E^{n}$ and then choose functions $f_{0}<f_{1}<f_{2}<\ldots f_{m}$, where $f_{m}$ is the characteristic function of $K$ but the others look like $\exp \left(-x_{0} / T\right)$ in the extra coefficient, $x_{0}$.
Another example of simulated annealing is the KRS algorithm (named for its creators, Claire Kenyon, Dana Randall, and Alistair Sinclair). Those who have become fascinated by this subject might want to try to identify the "temperature" in this case to understand why KRS is a form of simulated annealing.


Figure C. Temperature $=0.01$ no cooling. Slightly better score.


Figure D. Actual tour $T=0.1$ no cooling.

## Problem 4.

(a) Compute the partition function coefficients for a $2 \times 2$ lattice by explicit counting. Repeat for a $3 \times 2$ lattice. Consider the $4 \times 4$ case, and see why it becomes difficult to explicitly count the number of arrangements.
(b) Implement the KRS algorithm, and use it to estimate the partition function for a $4 \times 4$ lattice. Try various choices of probabilities and updating intervals. Repeat for a lattice as large as possible (perhaps $10 \times 10$ ).

## Partial Answer:

(a) Table 1 gives some explicit counts, some done by hand and some by Thomas DuBois's latticecount.m.

Table 1. Partial answer to Problem 4.

|  | $\mathrm{C}(0)$ | $\mathrm{C}(1)$ | $\mathrm{C}(2)$ | $\mathrm{C}(3)$ | $\mathrm{C}(4)$ | $\mathrm{C}(5)$ | $\mathrm{C}(6)$ | $\mathrm{C}(7)$ | $\mathrm{C}(8)$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $2 \times 2$ | 1 | 4 | 2 |  |  |  |  |  |  |
| $2 \times 3$ | 1 | 7 | 11 | 3 |  |  |  |  |  |
| $3 \times 3$ | 1 | 12 | 44 | 56 | 18 |  |  | 552 | 36 |
| $4 \times 4$ | 1 | 24 | 224 | 1,044 | 2,593 | 3,388 | 2,150 |  |  |
| $6 \times 6$ | 1 | 60 | 1,622 | 26,172 | 281,514 | $2,135,356$ | $11,785,382$ | $48,145,820$ | $146,702,793$ |



Figure E. Actual tour $T=0.01$ no cooling.


Figure F. Score evolution. Logarithmic schedule for 10,000 steps.
(b) One of the more interesting programming issues in this problem is the data structure:

- If we keep track of each edge of the lattice, then we need to enumerate rules for deciding whether two edges can be covered at the same time. In our $2 \times 2$ lattice, for example,
we can't simultaneously have a dimer on the top edge and one on the left edge.
- If we keep track of each node of the lattice, then we need to know whether a dimer occupies it, so our first idea might be to represent a monomer by a 0 and a dimer by a 1. But we need more information-whether its dimer partner is above, below, left, or right. Without this additional information, the array
$\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]$
tells us that the $2 \times 2$ lattice has two dimers on it, but we can't tell whether they're horizontal or vertical.
- A third alternative is to keep track of both edges and nodes. Think of it as a matching problem, in which you can match each node with any of its four neighbors in a dimer, or it can be a monomer. We maintain an array of nodes, where the $j$ th value is 0 if the node is a monomer, and equal to $k$ if $(k$, $j$ ) is a dimer. We store the edges in an $n^{2} \times 4$ array, in which the row index indicates the node at the beginning of the edge, and the entry in the array records the node at the end. Thus, each physical edge has two entries in the array (in rows corresponding to its two nodes), and a few of the entries at the edges are 0 because some nodes have fewer than four edges. We can generate a KRS change by picking an edge from this array, and we update the node array after we decide whether to consider an addition, deletion, or swap.

The program Krs.m by Sungwoo Park on the Web site is an efficient implementation of the second alternative. Figure I shows some sample results.

The original paper provides information on how to set the parameters to KRS. ${ }^{2}$ Kenyon, Randall, and Sinclair showed that the algorithm samples well if both the number of steps and the interval between records are very large, but, in practice, the algorithm is considerably less sensitive than the analysis predicts.
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Figure G. Score evolution, repeating the experiment from Figure F .


Figure H. Best tour obtained via simulated annealing, logarithmic cooling.


Figure I. Counts obtained by the KRS algorithm and by explicit counting for a $4 \times 4$ lattice. For KRS, we set the probabilities to 0.5 , the number of steps between records to $\ell=4$, and the total number of steps to $10^{5}$. Because $\ell$ was so small, the samples were highly correlated, but the estimates are still quite good.

