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Abstract. Loss of resolution due to image blurring is a major concern in
electron microscopy. The point spread function describing that blur is
generally unknown. We discuss the use of a recently developed fast
Fourier transform (FFT)-based direct (noniterative) blind deconvolution
procedure, the APEX method, that can process 512X 512 images in sec-
onds of CPU time on current desktop platforms. The method is predi-
cated on a restricted but significant class of shift-invariant blurs, consist-
ing of finite convolution products of heavy-tailed Lévy probability density
functions. Such blurs considerably generalize Gaussian and Lorentzian
point spread functions. The method is applied to a variety of original
scanning electron microscopy (SEM) micrographs and is shown to be
useful in enhancing and detecting fine detail not otherwise discernible.
Quantitative sharpness analysis of “ideal sample” micrographs shows
that APEX processing can actually produce sharper imagery than is
achievable with optimal microscope settings. © 2002 Society of Photo-Optical
Instrumentation Engineers. [DOI: 10.1117/1.1499970]
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1 Introduction tron microscope(ESEM), a lower resolution instrument

Loss of resolution due to image blurring is a major concern With more flexible sample handling capability. In a future
in scanning electron microscog$EM). Moreover, unless ~ "€Port, we will explore the possible use of APEX method-
specifically measureti? the shape of the electron beam is ©0logy to produce a quantitative measure of SEM imaging
not known to the microscopist. Hence, the point spread performance.

function (PSH describing the blur is generally unknown. Blind deconvolution seeks to deblur an image without
This paper discusses the use in electron microscopy of aknowing the cause of the blur. This is a difficult mathemati-
recently developed blind deconvolution procedure, the cal problem in which ill-conditioning is compounded with
APEX method®* which sharpens the image while simulta- nonuniqueness of solution&.priori constraints reduce, but
neously increasing contrast and brightness. The degree ofdo not entirely eliminate, the multiplicity of solutions.
enhancement can be adjusted by appropriate choice of inputwhile many of these solutions are physically meaningless,
parameters. To the extent permitted by the level of datathere are in general several useful solutibridost ap-
noise, the APEX method sharpens the image by restoringproaches to blind deconvolution are iterative in nature, and
some of the high-frequency content that had been attenu-aim at simultaneous reconstruction of both the PSF and the
ated in the course of imaging the sample. In this paper, the gep|urred image. However, that iterative process may be-
method is applied to a variety of original SEM micrographs e jll-behaved and develop stagnation points or diverge
and 1S shown to k_)e us_eful n enhancing _a_nd detectl_ng _flne altogethef When the iterative process is stable, several
gﬁ;é;gnr;%ts 222@'}'5 Iiieo;jI‘igggrlg;eﬁpl)re’?ri?clz?ggéa Lrﬁln(;[\',t\gt've thousand itgratio'ns may pe necessary to reso!ve fine detail.
ery than is achievable with optimal microscope settings. The APEX method is a fast Fourier transfofiFT)-

As in all inverse problems, successful use of the APEX . X . . : .
method requiresa priori knowledge about the solution. based direct(noniterative blind deconvolution technique

Here, such prior knowledge takes the form of training and that can be used in real-time applications. It was developed
experience on the part of the microscopist, whose judgment@nd analyzed in Ref. 3, and documented there with numer-
is called on to distinguish genuine features in the presence0Us applications to synthetically blurred images. More
of noise and visually select the “optimal” reconstruction. recently; the method was successfully applied to a variety
The images we are concerned with come from scanning of real blurred images obtained from diverse imaging mo-
electron beam instruments such as the field emission gundalities, including astronomical, aerial, and Landsat im-
scanning electron microscopgdFEGSEM, a high- ages; magnetic resonance imagifigRIl) and positron
resolution instrument, and the environmental scanning elec-emission tomographyPET) brain scans, as well as other
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types of interesting images. However, not all images can be
usefully enhanced with the APEX method.

Rather than considering the blind deconvolution prob-
lem in full generality, the APEX method is predicateion
a restricted but significant class of shift-invariant blurs, the
class G, which consists of finite convolution products of
2-D radially symmetric Ley “stable” probability density /‘
functions® That class considerably generalizes Gaussian e - R
and Lorentzian PSFs. The motivation for using the class G Ef{a,g‘*xxf L8 & ‘/
as the framework for the APEX method, is that numerous AN :
electron-optical imaging devices have PSFs in class G, or *
have PSFs that can be well approximated by class G PSFs
This is documented in Sec. 2. Apparently, as shown in Secs.
7 and 8, the class G can also be usefully applied to electron
microscope imagery.

The APEX method is based on detecting the signature of
a class G PSF from 1-D Fourier analysis of the blurred
image. That detected PSF is then used in a separate FFT
based direct image deblurring procedure, the slow evolu-
tion of continuation boundarySECB method®’ to pro-
duce the deblurred imageWhen the APEX method is
useful, blind deconvolution of 522512 images can be ac-
complished in seconds of CPU time on current desktop
platforms. As illustrated in Fig. 1, APEX processing can
produce significantly sharper images than is generally pos-
sible with unsharp masking. Fig. 1 Comparing APEX processing with unsharp masking on a

An important aspect of blind deconvolution can be illus- synthetically blurred image: (a) Original 8-bit 512x 512 MRI sagittal
trated by means of the following analogy. Imagine several brain imageh (b) SYnthEI][‘%a”Y b'“g‘?d MRI imahge Storedk_i” 8'bifdpf3'
experienced photographers located at approximately thegﬁ;‘:gér(]?r)]gso?ri‘r’ne;g'lzg(g) Eiar‘%etr(]e) APES mepor Masking. &n (@
same vantage point, and simultaneously photographing an
identical scene. In general, different images will be pro-
duced through use of different cameras, film, light filters,
exposures, printing, and the like. While each image is a
correct visual representation of the original scene, the im- can be used to help evaluate the plausibility of a given
ages will differ from one another in contrast, brightness, reconstructior{see Sec. BAs a rule, sharpness increases in
sharpness, and numerous other details. A pixel-by-pixel the range of 10 to 20% might seem more plausible than
comparison of these images would reveal substantial differ- sharpness increases exceeding 50%, for example. Whether
ences. Which of the several photographs is the true versionor not APEX processing is beneficial in any given case can
of reality cannot easily be answered. They are all useful usually be quickly decided. For images where APEX pro-
approximations. An analogous phenomenon occurs in blind cessing provides useful enhancement, fine-tuning of param-
deconvolution. As illustrated in Sec. 4, given a blurred im- eters enables the user to adjust the quality of the reconstruc-
age, there are in general many useful reconstructions thattion, within the limitations imposed by the level of noise in
are possible. These reconstructions may differ substantiallythe blurred image.
from one another at individual pixels, while being correct
visual representations of the object that was imaged. This is
an inherent nonuniqueness property of the blind deconvo- . , .
lution problem, independently of any particular algorithm 2 Imaging Systems, Le vy Point Spread
that might be used to solve that problém. Functions, and the Class G

A basic property of the APEX method is that it generally PSFsh(x,y) can be viewed as 2-D probability density
provides several PSFs that can be used to obtain usefukunctions since they are nonnegative and integrate to unity.

reconstructions of the same blurred image. As in the case|y 4 Fourier transform (£, 7) of a PSFh(x,y) is called the
just discussed, these reconstructions differ from one an—Optical transfer functiodeF) Knowledge’ of the OTE de-

other at individual_ pi_xels while being visually correct. As termines the PSF and vice versa. Note that while the PSF
already noteda priori knowledge about the desired solu-

tion is a necessary ingredient for solving ill-posed inverse N(%y) is @lways nonnegative, the OTK¢, 7) is complex-
problems. Such knowledge is expected to guide the user invalued in ge_neral. The absolgte value of the OTF is called
his selection of the best solution, out of the multiplicity of the modulation transfer functiofMTF).

good solutions. In addition, sharpness analysis soffvare ~ Gaussian PSFs are ubiquitous in imaging systems but
represent only one example of the general class ofyLe

stable densities. In the 2-D radially symmetric caseyylLe

*U.S. patents have been issued on parts of the work described in Refs.Stable deq5|t|eb(x,y) can be defined ImpIICItIy in terms of
3-7. their Fourier transforms by

&

-~
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N ) wherege(X,y) is the blurred image that would have been

h(é, n)= fth(X,Y)eXFi—ZWI(@(JF ny)] dx dy recorded in the absence of noidg(x,y) is the exact un-
3 2, g blurred imageh(x,y) is a PSF in class G, and denotes
=exgd —a(&+79)F], a>0, 0<B=<1. @ convolution. In general, the given blurred imagéx,y)

includes noise, which is viewed as a separate additional

For generalB, h(x,y) in Eqg. (1) is not known in closed  degradation,
form. However, the case8=1 andB=1/2 correspond to
Gaussian and Lorentziafor Cauchy densities, respec-
tively. When =1, h(x,y) has slim tails and finite vari-
ance. For 8<B<1, h(x,y) has fat tails and infinite vari-
ance. The occurrence and analysis ofy.erocesses in the  Here,n(x,y) represents the cumulative effects of all errors
physical sciences are subjects of significant current affecting final acquisition of the digitized array(x,y).
interest’~12 This includes multiplicative noise, whergx,y) may be a

Image intensifiers, CCDs, and numerous other electron- nonlinear function off (x,y). Neitherge(x,y) norn(x,y)
Optical devices are used in a wide Variety of astronomical, are actua”y known, 0n|y their surg(xly)_ Hence, rather

industrial, biomedica}l, military, and survejllance imaging than Eq.(3), we must consider the more difficult problem
systems. A systematic study of electronoptic MTF measure-

ments has led to the important empirical discovéry that

an extensive variety of electronic imaging devices have Hf=h(x,y)®f(x,y)=g(x,y). (5
OTFsh(&,») that are well described by Eql) with 1/2

<B=1. In particular, non-Gaussian behavior is often found As is well known?! even though(x,y) may be presumed
in electronoptic imaging systems. For any given device, the small, its presence in Eg4) has a profound impact on the
values of @ and B can be determined using specialized solution of the ill-posed Eq(5). A survey of the best-
graph paper. The characterization in Ed) is useful in known linear and nonlinear algorithms for handling Ex).
other areas of optics. The diffraction-limited OTF for a per- can be found in Ref. 7. The strategy is to find an approxi-
fect lens(Ref. 16, p. 15%4can be approximated over a wide mate solutionf'(x,y) such thath(x,y)® fT(x,y)~g(x,y)
frequency range by Edl), with 3=3/4 ande a function  and such thallf'—f|| is small. For PSFs in class G, the
of the cutoff frequency’ The OTF for long-exposure im-  SECB method outlined in Sec. 3 is particularly effective.
aging through atmospheric turbuleffds known to be

given by Eq.(1) with 3=5/6 and« determined by atmo-

spheric conditions. In Ref. 19, MTF data for 56 different 2.1 Connection with SEM Imaging

kinds of photographic film are analyzed. Good agreement is |, interpreting Eq.(3) in relation to SEM imaging, a con-
found when these data are fitted with Ef), and the pairs  ceptyal framework that has been used in several recent
(e,B) characterizing each of these 56 MTFs are identified. ¢t,4ie2?is helpful. Lets(x,y) be a function describing the

It is found that 36 types of film have MTFs where ¥3 actual sample. The SEM converséx,y) into an image
<1. The remaining 20 types have MTFs with valuesanh

g(X,y)=0ge(X,y) +n(X,y). (4)

i(x,y), where
the range 0.265 3<0.475.
For cascaded imaging systems composed of several ele-
ments satisfying Eq(1), the resulting lumped OTF has the 1(X,y)=I[s(X,y)]. (6)
form
Here,l is the instrument transform and is partly nonlinear.
h(¢, ﬂ)ZGXF[—Eileai(§2+ 72)P], a;=0, 0<B;<1. The nonlinear component df call it M, consists of the

(2) details of the nonlinear interaction between the electrons
and the material. This component can be stuifiétiby
Such an expression can also be used to best-fit a large vaMonte Carlo simulations applied to electron trajectories,
riety of empirically obtained OTFs by varying the param- but is not readily invertible. The other component ptall
etersa;, B, andJ. We define G to be the class of all PSFs it ¢, describes blurring due to the electron beam point
h(x,y) satisfying Eq.(2). Note that class G PSFs have spread, along with some of the instrument's electronics.
nonnegative Fourier transforms. This is not true of PSFs in That component is often represented as a convolution.
general. For example, the optical transfer function for uni- Therefore, in the absence of noise,
form optical defocus blur is the “sombrero functio(Ref.
20, p. 72 which develops negative oscillations. ; _
Motivated by these considerations, we consider image 1O6y)=a(xy) @ MIsCy) ] @
deblurring problems with PSFs in G. In the absence of
noise, we have Comparing Eq.(7) with Eq. (3), we are led to identify

i(x,y) with ge(x,y), M[s(x,y)] with fe(x,y), andq(x,y)

with h(x,y). Thus, blind deconvolution of E@5) using the
erzj 2h(x— u,y—u)fe(u,v) dudy APEX method can be interpreted as an attempt to recapture
R M[s(x,y)] from noisy data by undoing blurring due prima-
=h(x,y)®fu(X,¥Y)=0a(X,Y), (3) rily to the unknown electron beam point spread.
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The preceding convolutional model for electron-beam
blurring is related to the depth of field concept. As a first
approximation, the SEM image represents the interaction of
the sample geometry and the excited volume essentially
defined by the shape of the primary electron beam, the
energy of the electrons, and the composition of the sample.
In general, a single 2-D image cannot properly represent a
sample, due to the 3-D shape of the primary electron beam
a shape that is roughly similar to an hourglass. The disk of

least confusion is where the beam provides the best focus.

The depth of field is a small focal region located above and
below this disk, wherein all sample features can be consid-
ered to be in focus. All images in this paper are taken
within the range of the depth of field. In that case, all parts
of the image are equally blurred, and the APEX convolu-
tional model, which assumes an isoplanatic blur is justified.
However, when the sample, or some parts of it, protrudes

outside of the depth of field, several images are necessary’ (X,y,t) =H'f'(x,y),

to properly represent the sample. If only a single image is
taken, some regions of that image will appear substantially
more blurred than others. In that case, the single image

r: APEX method . . .

ﬁ_(S,n)@l(f,n)
Ih(& |2+ K2 1-h%(& n))?

leading tof '(x,y) on inverse transforming. Here, the regu-
larization parameteri§ ands are positive constants that are
chosen based o priori information®~’ In blind deconvo-
lution applications of the SECB method, the APEX-
detected parameterg and B; are used in Eq(2), which is
then input into Eq.(10). In practice, FFT algorithms are
used to obtairf'(x,y). This may result in individual pixel
values that are negative. Accordingly, all negative values
are reset to the value zero. For 51212 images, a single-
trial SECB restoration requires altoll s of CPUtime on
current desktop workstations. We can also form and display

e, n= (10)

(11)

for selected decreasing valuestalying between 1 and 0.
This simulates marching backward in time in E§), and

must be segmented into various isoplanatic subimages, angnables monitoring the gradual deblurring of the image. As

different PSFs must be applied to each part.

3 Deblurring with the SECB Method

The SECB method is a direct FFT-based image deblurring
technique designed for equations of the form of Es).
whenh(x,y) is known and belongs to G. A complete dis-
cussion of that method, together with error bounds and
comparisons with other methods, may be found in Refs.
5-7. Significantly, the SECB method does not impose
smoothness requirements, suchaapriori bounds on the
Laplacian or other derivatives of the unknown image
f(x,y). This is an important consideration since many im-

ages have sharp edges and other localized nondif‘ferentiablen

features.

For class G PSFs, we may define fractional powsts
0=<t=1, of the convolution integral operatdt in Eq. (5)
as follows:

<

=

<

=

O=t=1.

H'f=F"Yh'& i), 8)
Class G PSFs are intimately related to diffusion processes,
and solving Eq(5) is equivalent to finding the initial value
u(x,y,0)=f(x,y) in the backwards-in-time problem for the
generalized diffusion equation
ur=—37_ \i(—A)Aiu, N=ai(47?) 7P, 0<t<1,
9
ux,y,1)=g(xy),

When this initial valuef (x,y) is known,u(x,y,t)=H'f is

the solution of Eq.9) at timet. The SECB method is a
regularization method for solving the ill-posed problem of
Eq. (9) that takes into account the presence of noise in the
blurred image datag(x,y) att=1. The SECB deblurred
image fT(x,y) is an approximation td4(x,y) that is ob-
tained in closed form in Fourier space. Wildenoting the
complex conjugate of,

2502 Optical Engineering, Vol. 41 No. 10, October 2002

t—0 the partial restorationsi'(x,y,t) become sharper.
However, noise and other artifacts typically become more
noticeable ag—0. Such slow motion deconvolution en-
ables detection of features in the image before they become
obscured by noise or ringing artifacts. As we see later,
marching backward in time is an important element in the
APEX method.

4 Nonuniqueness in Blind Deconvolution

Blind deconvolution of images is a mathematical problem
that is not fully understood. Well-documented examples of
the kinds of behavior that may occur are of particular in-
terest. In this section, we highlight important nonunique-
ess aspects of that problem that are helpful in understand-
ing the results of the APEX method. LE#(x,y) be a given
exact sharp image, lét(x,y) be a Lery point spread func-
tion, and letg(x,y)=h(x,y)® f(x,y) +noise. We show
that given the blurred imagg(x,y), there are in general
many PSF&;(x,y) #h(x,y) that deblurg(x,y), producing
useful reconstructionsf;(x,y) # fe(X,y), with h;(x,y)
®fi(xy)=g(x,y).

The sharp 512512 “New Orleans cathedral” image
fe(x,y) in Fig. 2@ was synthetically blurred by convolu-
tion with a Cauchy densith(x,y) with «;=0.075 and
Bo=0.5. This produced the blurred imagéx,y) in Fig.
2(b). In this experimentg(x,y) was computed and stored
in 16-bit precision. Thusg(x,y) differs from gq(x,y) by
the effects of 16-bit rounding noise. Deblurring that image
with the correct PSF values=0.075 and3=0.5 produces
Fig. 2(c). As expected, this is in excellent visual agreement
with fe(X,y) in Fig. 2(@. However, Fig. 2d) is another
useful enhancement of Fig(l. It was obtained using a
Lévy density with values ¢,8), where a>ay and g
< By, and it differs from Fig. 2a) in contrast, brightness,
and sharpness of detail. Herey=0.239767 andpg
=0.385568. Note the indented “blind window” high-
lighted in the left lateral tower in Fig.(d). This architec-
tural detail is barely discernible in Fig(&, and not iden-
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Fig. 3 Two distinct PSFs that deblur the image in Fig. 1(b). Curves
C and D are 1-D cross sections of the 512512 PSFs that respec-
tively produced the images in Figs. 2(c) and 2(d). To facilitate com-
parison, curves were normalized to unit maximum. These PSFs also
exhibit distinct heavy tail behavior.

Fo(&m)l= fsze<x,y> dx dy="1¢(0,0=0>0. (12
Fig. 2 Nonuniqueness in blind deconvolution. Distinct PSFs exist Also, since ge(X,y)=h(x,y)®fe¢(x,y) and h(x,y) is a
that produce useful reconstructions from the same blurred image: probability density,

(a) original sharp 512x512 “New Orleans cathedral” image, (b) 16-
bit synthetically blurred image created by convolution with Lorentz-

ian density with =0.075 a_nd B=0.5, (c)_deblurrlng of image .(b) ge(0,0)= j ge(x,y) dx dy
using correct parameters «=0.075 and 8=0.5, and (d) deblurring R2

of image (b) using «=0.239767 and =0.385568. Image (d) differs

from image (c) in contrast, brightness and sharpness of detail. In _ _3 _

particular, the indented “blind window” highlighted in left lateral = sze(x,y) dxdy="fe(0,0=0>0. (13
tower in image (d), is not discernible in image (c). Deblurred images

obtained using SECB procedure with s=0.001 and K= 100. . .. .
ned using P are wt Using o as a normalizing constant, we can normalize Fou-

rier transform quantitie§(&, ») by dividing by o. Let

tifiable in Fig. Zc). Both deblurred imageFigs. 2c¢) and q* (&, 7)=q(&n)lo, (14)
2(d)] were obtained using the SECB method with

T\ODOld‘?‘”qK:;gg- On%-qlirrllgnsizonal g_rosls SZC_“OE? 0:‘; denote the normalized quantity. The functidi (¢, 7)| is
the two distinct PSEs usec In Hg. 2 are displayedin F8. 3. o\ oscillatory, and 62[F%|<1. Sincef (x,y) is real, its

To facilitate comparison, the two PSFs in Fig. 3 are nor- ; X . :
malized so as to have a maximum value of 1.0. These PSF-OUrier transform is conjugate symmetric. Therefore, the

also exhibit distinct heavy tail behavior not shown in Fig. 3. function [f} (&,7)| is symmetric about the origin on any
There are obviously many other distinct PSFs lying be- line through the origin in the, ») plane. The same is true
tween these two curves that produce useful reconstructionsfor the blurred image datdy* (¢, 7).
Conv_olut_ion of each reconstruction Wi_th its c_orre_sponding All blurred images in Secs. 5 through 8 are of size 512
PSF in Fig. 3, reproduces the blurred image in Fig) 2o X512 and quantized at 8 bits/pixel. For any blurred image
within a small error. g(x,y), the discrete Fourier transform is a 54812 array

. of complex numbers, which we again denotedfy, ») for
5 SEM Images and Convex Fourier Transforms simplicity. The “frequencies”é,» are now integers lying
The APEX method is a blind deconvolution technique between—256 and 256, and the zero frequency is at the
based on detecting class G PSF signatures by appropriateenter of the transform array. This ordering is achieved by
1-D Fourier analysis of the blurred imagéx,y). The de- premultiplyingg(x,y) by (—1)*"Y. We shall be interested
tected PSF parameters are then input into the SECB algo-in the values of such transforms along single lines through
rithm to deblur the image. The Fourier transform is the the origin. The discrete transforr@* (£,0)| and|g* (0,7)|
primary mathematical tool in each of these steps. Accord- are immediately available. Image rotation can be used to
ingly, the qualitative behavior in Fourier space of a large obtain discrete transforms along other directions. All 1-D

class of SEM images is of interest. Fourier domain plots shown in this paper are taken along
Let fo(x,y) be an exact sharp image, as in E8). Since the axisp=0 in the (£, #) plane. In these plots, the zero
fo(X,y)=0 frequency is at the center of the horizontal axis, and the

Optical Engineering, Vol. 41 No. 10, October 2002 2503
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Fig. 4 APEX detection of PSF parameters for types of images considered in this paper: (a) behavior
of logarithm of normalized Fourier transform, In|g*(£0)|, in typical SEM image g(x,y). While local
behavior is highly oscillatory, global behavior is generally monotone decreasing and convex on £=0.
(B) Least-squares fit to In|g* (£,0)| with u(&)=— «|£|?#—3.85 (solid line). Fit develops well-formed cusp
at £=0 and returns «=0.5346 and 8=0.2097.

graphs are necessarily symmetric about the vertical §ine

=0. Examples of such plots are shown in Fig. 4. fR2|“(X’y)| dx dy< fsze(x,y) dx dy=0>0, (16)
The class of SEM imageg(x,y) considered in this pa-

per can be described in terms of the behavior {*(, )| so that

along single lines through the origin in tH&#z) plane.

While local behavior is highly oscillatory, global behavior |A*(&,7)|<1. 17)

is generally monotone decreasing and conve¥s. This )

is shown in Fig. 4a) for a typical SEM image along the Consider the case where the OTF is a pureyLdensity
line 7=0, and similar behavior is found along other lines [(¢, ) =exd —a(&+ 79)P]. Sinceg=ge+n,

through. the origin in.thég,n) plape. A least-squares fit to

the oscillatory trace in Fig.(4) with a smooth curve, pro- In|§* (&, 7)| = In|ex — a(&2+ p2)F1RE (&, )+ A* (£, 7).

vides a good representation of this global monotone con- (18)
vexity property oné=0. (A convex function is such that
given any two distinct point®\ and B on its graph, the Let Q={(&,7n)| &2+ n’<w?} be a neighborhood of the

straight line segment joining andB lies above the graph. origin where

Many SEM images exhibit similar globally monotone con-

vex behavior in Fourier space. Moreover, such behavior is o (£24 0 2\B|F* s | A%

also found in other types of imagery, unrelated to electron exi — a(e™+ )T (& mI= A% (& m)]. (19
microscopy. In Ref. 3, a large class of images with that
property was exhibited and denoted by W. The SEM im-
ages considered here may be loosely characterized as bein
in class W. Not all blurred images may be so characterized.
Application of the APEX method to cases where global .
behavior in G (¢,7)|, away from the origin, is monotone  IN|@* (£, 7)|~— a(&+ 7*)#+In[t* (&, 7)|. (20
decreasing and concave, are discussed in Ref 3. Use of the . ] o o
APEX method in the manner described next is intended Because Of the ra.d|a.| Symmetry N the PSF, Iitis SUﬁ|C|ent to
only for blurred images whose Fourier space behavior is consider Eq(20) along a single line through the origin in

Such an() exists since Eq(19) is true foré= =0 in view
§]f Eq. (17). The radiusw>0 of () decreases ag andn
crease. For§,n) €, we have

analogous to that shown in Fig(a. the (§,7) plane. Choosing the ling=0, we have
6 Marching Backward in Time and the APEX In|g* (£,0)|~—al&*#+In[f5(£,0)], <o (21)
Method

Some type ofa priori information abouf .(X,y) is nec-
essary for blind deconvolution. In ER1), knowledge of

In|f%(£0)| on |£<w would immediately yielda|£|?# on

The APEX method is based on the following observations.
In the basic relation

ag(x,y)=h(x,y)®fu(x,y)+n(x,y), (15 that interval. Moreover, any other line through the origin
could have been used in E0). However, such detailed
we can safely assume that the noige:,y) satisfies knowledge is unlikely in practice. The APEX method seeks
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to identify a useful PSF from Eq21) without any prior

knowledge about Ifi% (£,0)|. The method assumes instead
thatf.(X,y) is a recognizable object, and typically requires
several interactive trials before locating a suitable PSF. As
previously noted, such trial SECB restorations are easily
obtained. Here, prior information about(x,y) is dis-
guised in the form of user recognition or rejection of the
restored image, and that constraint is applied at the end of

the reconstruction phase, rather than at the beginning of thg

detection phase.

In the absence of information aboutfif(£,0)|, we re-
place it by a negative constantA in Eq. (21). For any
A>0, the approximation
In|g* (£,0)|~—a| > - A, (22
is not valid nearé=0, since the curvau(é)=— a|é|??
—A, has—A as its apex. Choosing a value A0, we
best fit Ifg* (£,0)| with u(&)=— a|&*— A on the interval
|é|<w, using nonlinear least-squares algorithms. The re-
sulting fit is close only foré away from the origin. The
returned values fow and 8 are then used in the SECB
deblurring algorithm. Different values @& return different
pairs (a,B8). Experience indicates that useful values/of
generally lie in the interval 2 A<6. Increasing the value
of A decreases the curvatureuff¢) at £=0, resulting in a
larger value of3 together with a smaller value of A value
of A>0 that returng8>1 is clearly too large, ag>1 is
impossible for probability density functiof€DecreasingA
has the opposite effect, producing lower valuesgoédnd
higher values ofa. As a rule, deconvolution is better be-
haved at lower values @8 than it is whenB~ 1. A signifi-
cant discovery is that an image blurred with a paip (8,)
can often be successfully deblurred with an appropriate pair
(a,B), Wwherea>ay and B<By. An example of this phe-
nomenon was shown in Fig.(d® in connection with the
blurred “New Orleans cathedral” image. An effective inter-
active framework for performing the preceding least-
squares fitting is the fit command in DATAPLGYThis is
a high-level English-syntax graphics and analysis software
package developed at the National Institute of Standards
and Technology. This software tool was used throughout
this paper.

The following version of the APEX method, using the
SECB marching backward in time option of Ed.1), has
been found useful in a variety of image enhancement prob-
lems where the imagg(x,y) is such that Itg*(£0)| is
generally globally monotone decreasing and convex, as
shown in Fig. 4a). Choose a value oA>2 in Eq. (22

such that the least-squares fit develops a well-formed cusp

at ¢£€=0, as shown in Fig. @). Using the returned pair
(a,B) in the SECB method, obtain a sequendéx,y,t) of
partial restoration$Eq. (11)], ast decreases from=1, as
illustrated in the MRI image sequericin Fig. 5. With a
good choice oA, high-quality restorations will be found at

'Given a 51X 512 input blurred image, APEX processing computes and
displays a time marching sequence of 10 partial restorations in about 10 s
on an MIPS R12000400-MH2) workstation.

r: APEX method . . .

t=1.0

Fig. 5 Enhancement of 8-bit blurred MRI brain image by marching
backward from t=1 with APEX-detected PSF. Sequence shows
gradual increase in resolution as t decreases. Undesirable artifacts
near t=0 indicate progression backward in time has continued too
far. Here, best results occur at values of t such that 0.3<¢=<0.4.

positive values of, and these will gradually deteriorate as
t—0. Typically, the restoration dt=0 will exhibit undesir-
able artifacts, indicating that continuation backward in time
has proceeded too far in E@). If the pair(a,8) produces
a high-quality restoration at=t;>0, the pair @4,8),
wherea;=(1-1t;)«, will produce the same quality results
att=0. In general, there will be many values Afin Eq.
(22) returning pairg«,B) that produce good reconstructions
at somet,;>0. A large number of distinct pairsaf', 3*)
can thus be found that produce useful, but distinct, results
att=0.

We have been assumimg¢, 7) to be a pure Ley OTF
in Eq. (15). For more general class G OTHsq. (2)], we
can still use the approximation |t (¢,0)|~ — «|£]22— A
and apply the same technique to extract a suitable pair
(a,B) from the blurred image. Here, the returned APEX
values can be considered representative values fowxthe
and B3; in Eqg. (2) that produce a single pure e OTF
aproximating the composite OTF.

7 Application to SEM Images

It is helpful to recall some basic properties of APEX pro-
cessing in the following discussion. Given a sharp image
f(x,y), convolution of that image with any class G PSF to
form a blurred imagey(x,y) is mathematically equivalent

to a heat conduction process in which bright areagxqy)
correspond to hot spots, and dark areas to cold spots. As
time progresses, heat conduction acts so as to diminish tem-
perature differences. As a result, bright area$(ixy) be-
come dimmer ing(x,y), while dark areas if(x,y) be-
come lighter ing(x,y). This causes a smoothing out of
sharp edges, a loss of structural detail, and a decrease in
contrast ing(x,y).

APEX deblurring is the converse process. Given a
blurred imageg(x,y), deconvolution of that image with a
class G PSF is equivalent to a reverse heat conduction pro-
cess. Now, some light areas @(x,y) become brighter,
while some gray areas become darker. There is a sharpen-

ing of edges, a gain in structural detail, and a necessary
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increase in contrast. Inevitably, there is also an increase inThe SECB method was then applied with the detected pairs
noise. By performing the deconvolution in slow motion, (a,8), and withs=0.001 ancK =1.0. Values ot,>0 were
using the marching backward in time option of Etfl), we chosen in each case to select the “best” reconstruction.
can monitor this reverse heat flow, and terminate the pro- This choice oft, is partly subjective, but also depends in
cess at some time,>0 before brightness, contrast, or part on the particular features that need to be resolved. In
noise become excessive. general, images that are less sharpened seem more pleasing
Our first reconstruction experiments are displayed in to the eye, while images that are more sharpened make
Figs. 6-10. In each of Figs. 6, 7, and 8, the top row con- surface detail and small decorations visible, albeit with no-
tains the original SEM images that were used as input dataticeable background noise.
into the APEX method. The bottom row contains the cor- In Fig. 6(a) the detected PSF values were- 0.6165 and
responding APEX-processed images. The middle row in 5—0.1913, and a valug,=0.8 was used to produce Fig.
each of these figures was synthesized after acquiring an(g(c)_ Although the original imagéFig. 6(a)] appears sharp
viewing the bottom row images. To minimize the effects yith adequate contrast, more fine surface detail on the cen-
that contrast and brightness have on perception, the middle+3| particle becomes visible in the contrast-enhanced image
row images were created by readjusting contrast and brlght-[Fig_ 6(b)]. However, in enhancing the surface detail on the
ness in the original top-row images so as to more closely central particle in image in Fig.(B), other parts of the
match that found in the bottom row as a result of APEX ijmage suffer. For example, detail near the bright edges in
processing. Therefore, comparing the top row with the bot- {he Jumpy objects in the upper righsee the highlighted
tom row in Figs. 68 shows the full effect of APEX pro-  areq in Fig. 6b)], as well as detail in the lumpy objects in
cessing, while comparing the middle row with the bottom the ower left, has been washed out. On the other hand, the
row isolates the sharpening aspect of APEX processing. As ApEx-processed imaggFig. 6(c)] shows even more fine
might be expected, the vivid differences between these eyl in the central particle, while also showing more fine

three rows, which are immediately apparent on a modern g ,rface structure on the lumps in the upper right and lower
high-resolution computer screen, have become muted ONjeft corners.

the printed page. Accordingly, use of a magnifying glass |, Fig. 6(d) the detected PSF values wetie=0.5346,

may be helpful in parts of the following discussion. In Figs. and B=0.2097. and a valug.=0.88 was used to produce
9 and 10, selected magnified portions of the contrast- Fig.BG(f).'Sincé the imageafn F.ig.(ﬂ) already hrfs high

enhanced and APEX-processed images in Figs. . . .
6—8 are compared. These enlargements provide good illus.contrast, there is not much difference between it and the

: . ' image in Fig. 6e), the contrast-enhanced version of Fig.
X%tggssho;g(;ﬁi:ge tection of fine structure as a result of 6(d). However, the APEX image in Fig(B has even more

Al original micrographs were input as 8-bit 5%512 contrast, which helps bring out fine surface detail barely

. . X ; visible in the other two images. The APEX image in Fig.
|mages[,:althou(%;1 zzg?llerjl%bgmages_are ?l_splayed Irll somes(f) also has sharper and brighter edges, making the 3-D
cases. Figures(8), , and {a) are original images taken ; : : f

by John Small of the National Institute of Standards and form of this complex particle easier to understand.

Technology (NIST), on a Hitachi S-4500 field-emission _Olnlgﬁ' 7(a)dth_e0d6eZected valléets wezgzo.?:9_15 a_?g(i'
scanning electron microscope. All three images are micro- ~ ~: » and,=0.64 was used to produce Figcy. This

graphs of a complex multiform crystalline compound of Particular sample has very complex and varied morphology,
mercury. The field of view is 1@m in Fig. &a), 200 um in in addition to surface du_stmg or decoration of f_|ne partlclgs
Fig. 6d), and 20um in Fig. 7@). Figure 7d) is an image almost evgrywhere. Thls becomes clearly evident only in
of a 2um-diam fly ash particle on a nuclepore filter. The the APEX image of Fig. €). Mere contrast enhancement
filter was a backup for an impactor air sampler. The image 90€S not produce as much detail in the highlighted area in
was scanned from a Polaroid print taken by John Small Image in Fig. Tb), as is visible in the correspondmg area in
(NIST) in the 1970s, on a Cambridge SEMt the Univer- T 19- 7(C). Moreover, contrast enhancement in Figh)7also

sity of Maryland. Figure @) is a micrograph of a dust tends to obscure texture in the bnghte_r areas, such as in the
particle from an air vent. This is a complex agglomerate of '0Wer left comer. However, the APEX image clearly shows
biological and mineral particles. Figured is a micro- the texture in the lower left corner as well as in other bright

graph of a brass filing particle. Both of these were taken on &€as. It also retains the 3-D character of the particle by not
a Hitachi S-4500, and the field of view is 250m in each ]glllm[natlng shading, as is often the case with high-pass
iltering.
case. |
In all cases in Figs. 6—8, the APEX method was applied N Fig. 7(d) the detected PSF values weiie=0.9311
to the original top row images on the discrete frequency and 8=0.1441, and a valug,=0.4 was used to produce

interval |£|<256, and with an apex value &f=3.85. This Fig. 7(f). This image is unlike the other images, in that it
produced a well-defined cusp &0, as illustrated in Fig. ~ Was scanned from an old Polaroid print rather than scanned
4(b). Different pairs(a, ) were detected for each image. dlgltally on the microscope. Imperfgctlons on thg Polaroid
print are detected by APEX processing, along with enhanc-
ing the texture in the sample. Some of that texture may be
*Certain commercial equipment or products, including hardware and soft- due to .the print ra’.[her than tQ the sample itself. Neverthe-
ware components, are identified in this paper to adequately describe ex-1€SS, this example is a useful illustration of the APEX meth-
perimental procedures. Such identification does not imply recommenda- od'’s ability to detect fine structure. Presumably, actual im-
tion or endorsement by the National Institute of Standards and perfections or small defects in some other sample might

Technology, nor does it mean that the equipment or products so identified .
are necessarily the best available for the purpose. have been detected equally well. While the scratches near
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Fig. 6 Top-row images are original 8-bit 512X 512 SEM micrographs, used as input data in APEX
method. Field of view is 10 um in image (a) and 200 xm in image (d). APEX-processed images are in
the bottom row. Middle-row images obtained by readjusting contrast in top-row images to match
contrast in the APEX-processed bottom row. Comparing the bottom row with the top row shows full
effect of APEX processing. Comparing bottom row with middle row isolates sharpening aspect of
APEX method. Highlighted areas in middle row indicate regions of interest. See accompanying dis-
cussion in Sec. 7.
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o

Fig. 7 Top-row images are original 8-bit 512X 512 SEM micrographs used as input data in APEX
method. Field of view is 20 um in image (a) and 2 um in image (d). APEX-processed images are in
bottom row. Middle-row images obtained by readjusting contrast in top-row images to match contrast
in the APEX-processed bottom row. Comparing the bottom row with the top row shows the full effect of
APEX processing. Comparing the bottom row with the middle row isolates the sharpening aspect of
APEX method. Highlighted areas in middle row indicate regions of interest. See accompanying dis-
cussion in Sec. 7.
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A D

Fig. 8 Top-row images are 250-um-field-of-view original 8-bit 512X 512 SEM micrographs used as
input data in APEX method. APEX-processed images are in the bottom row. Middle-row images ob-
tained by readjusting contrast in the top-row images to match contrast in the APEX-processed bottom
row. Comparing the bottom row with the top row shows the full effect of APEX processing. Comparing
the bottom row with middle row isolates the sharpening aspect of APEX method. Highlighted areas in
middle row indicate regions of interest. See accompanying discussion in Sec. 7.
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Fig. 9 Comparison of contrast-enhanced and APEX-processed images illustrates detection of small-
scale structure through image sharpening: (a) magnified portion of the image in Fig. 8(b), (b) corre-
sponding portion of the image in Fig. 8(c), (c) magnified portion of the image in Fig. 7(b), and (d)
corresponding portion of the image in Fig. 7(c).

the center are visible in all three images, the scratch nearing out fine particles. However, as in the previous cases,
the top right cornefsee highlighted area in the image in such enhancement also obscures detail in the brighter areas,
Fig. 7(e)], is clearly discernible only in the APEX image of as in the highlighted area in Fig(l8, for example. The
Fig. 7(f). Further, the edges in the APEX image are sharper APEX image of Fig. &) has brighter edges than the origi-
or less washed out than in the other two images. This nal [Fig. 8@a)], and sharper edges than the contrast en-
makes the image have more depth; the structure in thehanced image of Fig.(B). Moreover, fine detail becomes
lower left quadrant appears closer than does the rest of thevisible both in the medium and bright areas of the image.
image. In Fig. 8d), the detected PSF values wete=0.7634

In Fig. 8(a), the detected PSF values wete=0.2981  and 8=0.1827, and a valug,=0.6 was used to produce
and 8=0.2210, and a value df=0.44 was used to pro- Fig. 8f). The contrast-enhanced Fig(eBis easier on the
duce Fig. &). Contrast enhancement in Fig(b8 makes eyes, but does not have more visible detail than does the
the complex form of the sample easier to see, while bring- original of Fig. 8d). The APEX imagdFig. 8f)] has thin-
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Fig. 10 Comparison of contrast-enhanced and APEX-processed images illustrates detection of small-
scale structure through image sharpening: (a) magnified portion of the image in Fig. 6(b), (b) corre-
sponding portion of the image in Fig. 6(c), (c) magnified portion of the image in Fig. 8(e), and (d)
corresponding portion of the image in Fig. 8(f).

ner or less washed out edges, making fine dédilich in 8 Etched Grass Image and Quantitative APEX
this image is mostly in the edgesuch easier to see. The Sharpness Analysis

highlighted area in Fig. @) is one example of a structure In periodic performance testing of scanning electron micro-
that is more sharply defined in Fig(f& P P 9 9

In Figs. 9 and 10, selected enlarged portions of some of SCOP€S, sharpness degradation in the micrograph of a suit-
the contrast-enhanced and APEX-processed images in Figs2Ple test object is often used as an indicator of the need for
6—8 are displayed side by side. Comparing these enlarge-maintenance. The properties of an ideal test object for this
ments emphasizes some of the points already made andurpose are discussed in Refs. 1 and 2. These properties
provides a good illustration of the level of fine structure include geometric requirements, as well as the ability to
that can be revealed as a result of APEX sharpening. yield reasonably noiseless images with good contrast at
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Fig. 11 Top-row images are 200-nm-field-of-view original 8-bit 512512 SEM micrographs of “grass”
sample used as input data in APEX procedure. Bottom-row images are the corresponding APEX
outputs. Image (a) is sharp, image (d) is out of focus, and image (g) is astigmatic. Middle-row images
are obtained by adjusting contrast in the top-row images to match contrast in APEX-processed bottom
row. “SEM Monitor” software indicates 15% increase in sharpness after APEX processing. See Table
1 and accompanying discussion in Sec. 8.
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Table 1 Sharpness improvement after APEX processing as measured by “SEM Monitor.”

Original Sharpness Detected Pair (a,8) APEX Sharpness Improvement (%)
Image of Fig. 11(a)=2.32 «=0.851, §=0.152  Image of Fig. 11(c)=2.68 155
Image of Fig. 11(d)=2.19 a=1.135, 8=0.130 Image of Fig. 11(f)=2.51 14.6
Image of Fig. 11(g)=2.15 «=1.113, =0.132  Image of Fig. 11(i)=2.45 14.0

high magnification. A silicon wafer with an etching artifact 9 Concluding Remarks

called “grass” was found to meet these criteria, and Was This paper has demonstrated the use of a real-time blind
used in Ref. 2. In this paper, the same grass sample, t0-geconvolution technique that can sharpen SEM micro-
gether with “SEM Monitor” software; provides a useful  graphs. As shown in Sec. 7, such deconvolution enables
evaluation of the APEX method. o  detection of small-scale features not immediately apparent
The images in the top row in Fig. 11 are original 8-bit in the original micrograph. In Sec. 8, APEX processing of
512x512 images obtained from the Hitachi S-4700 field- ideal test sample micrographs produced measured increases
emission scanning electron microscope. The field of view is in sharpness on the order of 15%. While not all SEM im-
200 nm for all images. The image in Fig.(alis as sharp  ages can be significantly improved, these results indicate
as could be achieved with optimal settings of the focusing the APEX method to be a useful tool in electron micros-
(objective and stigma controlX andY) lenses. The image ~ copy. Successful applications of APEX processing in sev-
in Fig. 11(d) is out of focus. It was taken with an objective €ral other imaging modalities, unrelated to SEM, have pre-
lens setting somewhat above that used for the image of Fig.Viously been documented. _
11(a), the sharpest image. The image in Fig(dlis astig- The APEX method is predicated on two assumptions.
matic and was taken with th¥ stigma control set to a ' he first assumption is that the blurred imag(@,y) obeys
nonoptimal value. The images in Figs. (&1 11(f), and the simple convolution of E¢(5) rather than a more gen-
11(i) are the corresponding APEX-processed images. Eacheral integral equation. The s.econd assumpupn is that t.he
of these was selected from a sequence of increasinglyPSFN(X,y) belongs to a restricted class of unimodal, radi-

sharper images, as illustrated with the MRI image sequence@!ly Symmetric, probability density functions, the class G
in Fig. 5. As in Figs. 6, 7, and 8, the middle-row images in defined in Eq.(2). It is not |mmed|aftely_obV|ous that_the
Fig. 11 were created by readjusting the contrast in the top- APEX method can be usefully applied in electron micros-

; ; copy.
row images so as to more closely match that found in the .
bottom-row images as a result of APEX processing. The range ofg values that were detected and used in

The following APEX parameter values were used in all Z;(gs;égs_elsl tlr?emégerseuen%fm dgsaormrr]en?rgtrth%reeX?:g?nmtonI
three casesA=3.85 on|£/=<256, s=0.001,K=1.0, and P g P y

t,=0.9. However, different pairée,3) were detected for occurring Gaussian densities whefe=1.0. Here, 0.13

) . ! = < [=<0.22. A similar range of values fg8 was found in
each image. For the sharp imafféig. 11@)], «=0.8508 Ref. 4. As noted in Fig. 2, there are severalvyeairs

and 8=0.1522; for the out-of-focus imadé&ig. 11d)], « (a,B) that can produce useful reconstructions, and higher

=1.1349 andB=0.1305; and for the astigmatic image values of might have been successfully employed. How-

[Fig. 11(g)], «=1.1129 and3=0.1321. Again, comparing  ever, experiments indicate that the usgfwalues in Figs.

the top row with the bottom row in Fig. 11 shows the full 6-11 typically lie in the range € 8<1/2. Future work

effect of APEX processing, while comparing the middle will explore possible links between such values and

row with the bottom row isolates the sharpening aspect of physical processes underlying SEM imaging. The possibil-

the APEX method. ity of incorporating the APEX processing technique into the
“SEM Monitor” is a hardware and software system de- NIST LISPIX packag® is also being explored.

signed to provide a quantitative framework for monitoring
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