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ABSTRACT with adaptive modulation and/or coding, a more robust sig-
Channel-adaptive relaying has recently been proposed ag%ling scheme is used on lower quality links while a more
b ying y Prop spectrally efficient scheme is used on higher quality links.

means to exploit spatial and temporal diversity in multiho : . _
; . ) . . . Adaptive power, or power control, adjusts the transmission
ad hoc networks with fading. In conjunction with appropriate

routing protocols, adaptive relaying enables each forwarding: o based on the channel quality, and is used when the

node in a multihop path to dynamically select the next_h§ojective is to conserve energy or limit interference. Further-
rﬁlore, these adaptive techniques can be used jointly, as has

relay as a fu_nctlon of the measured (t_|me-\_/ary|ng) Channbeen analyzed for the two-user [2] and cellular [3] cases.
state, providing a form of selection diversity at each hop. _
In the context of wireless LANs and ad hoc networks,

Based on the notion that links to diversity-selected relags k
have higher information capacity and therefore can suppdfk @daptation has been proposed for IEEE 802.11 systems,

higher data rates than links obtained with traditional routing®s Well- Since versions of 802.11 already specify multiple

this paper proposes marrying channel-adaptive relaying Wig{:lta ratgs thgt use different modulation-coding schemes, rate
rate adaptation (or adaptive modulation-coding). In particu@daptation aims to choose the most appropriate data rate at

lar, we specify a protocol for performing joint rate and relay®y given time. It exploits periods of time during which

adaptation in 802.11 ad hoc networks with geographic roughannel quality is good (e.g., favorable fading, low interfer-

ing. Using both analytical and simulation tools, synergisti€C€) t0 increase throughput. The AutoRate Fallback (ARF)

gains are observed in throughput, capacity and delay. pepr[otocol uses information available at the medium access
formance results are given for individual links as well as fdfontrol (MAC) layer in the form of received and missing ac-
multihop networks, in time-varying, correlated Rayleigh ang1oWledgments along with a heuristic algorithm to select the
Ricean fading channels over a range of channel speeds. 4§f2 rate [4]. The authors of [5] improve upon this algorithm
particular interest in this study is the robustness of the adafY increasing its responsiveness to channel variation. Other
tation to increasing channel Doppler. As a by-product of thigPProaches select the data rate using information reported by
work, we propose a new, SNR-based rate adaptation schéftfe Physical layer, such as the received signal strength or

for use in 802.11 systems that requires no modification to tfignal-to-noise ratio (SNR) [6-8]. Of these analyses, only
standard 802.11 frame structure. [6] includes multihop performance, with the others focusing

on single-hop performance.

While rate adaptation exploits temporal changes in link

I. INTRODUCTION quality to improve overall throughput, it does not take ad-

vantage of the spatial diversity in multihop networks which

Link quality in ad hoc networks varies due to mobility andould yield even greater efficiencies. Because multipath fad

bursty interference, and can change dramatically from Off and possibly shadow fading are typically uncorrelated

transmission to the next. Most ad hoc network routing protgom a given trasmitting node to different receiving nodes,

cols rely on the consistent and stable performance of indivighme forwarding relays will offer better performance than

ual links, and intermittent links can result in high packet l0ssthers on any given hop. Extremely Opportunistic Routing

rates and control overhead [1]. Adaptive techniques can h%(OR) [9] takes advantage of this spatial diversity by mul-

mitigate the effects of varying channel state as well as explgfasting a packet to a set of candidate relays, after which

favorable channel conditions when they exist. For examplghe relay is chosen to forward the packet. However, it is not
*This research was performed while the author held a National Resea(r:éﬁar if and how ExOR can be utilized in conjunction with

Council Research Associateship Award at the National Institute of Std4fSt rate adaptation since the forwarding node is selected only
dards and Technology. after the transmission is complete. In previous work, we pro-
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posed a technique for selection of the forwarding relay oroé distance) offered by that relay towards the final destina-
per-hop and per-packet basis using timely channel measui@a. That is, the forwarding node selects the next-hop relay
ments, termed “channel-adaptive relaying,” but it was formas
lated for a single-rate system [10]. In this paper, we describe I* = arg max {Z;Ps (v)} 1)
an approach for joint rate adaptation and relay selection in a Isi=L
multirate system. We specify protocols and metrics appnohereZ; is the progress offered by reldyi.e, the distance
priate for 802.11b multihop networks employing geographfcom the forwarding node to the final destination, less the dis-
routing as an example.The analysis shows that combinedance from relay to the final destination), ang; (;) is the
relay selection and rate adaptation provides synergistic gaipgbability of successful transmission on the link to relay
for relay selection tends to select links with higher capacigstimated from the measured SNR on that lifk, By tak-
while rate adaptation makes efficient use of those links. ing into account progress as well as link quality in selecting
After reviewing channel-adaptive relaying, we describi@e next-hop relay, a balance is drawn between taking many
our proposed rate adaptation scheme and explain how isi®rt, reliable hops versus few long, unreliable hops.
combined with channel-adaptive relaying. An analytical link The 802.11-based protocol described in [10] for perform-
performance evaluation indicates the potential gains, anihg channel-adaptive relay selection at the link layer is based
more detailed evaluation of network performance by siman the concept of MAC-layer anycasting [12, 13]. The con-
lation examines end-to-end measures for a range of mobiligpt is illustrated in Fig. 1(a). A new frame is introduced, a
levels. multicastrequest-to-send (MRTS), which is identical to the
802.11 RTS but expanded to holddestination addresses.
Each relay in the address list that successfully receives the
MRTS, and that is available to receive the data packet, replies
Channel-adaptive relaying was described in [10] aswith a clear-to-send (CTS). To avoid collisions, the relays re-
cross-layer means for achieving spatial diversity in multihggy in the order specified by the MRTS address list. A new
networks to combat fading. It operates in conjunction witBTS frame is introduced which contains three new fields:
a routing protocol that provides each forwarding node withe address of the relay sending the CTS, the signal-to-
multiple candidate next-hop relays to which to forward thiaterference-and-noise ratio (SINR) measured by the relay
packet. We briefly review the approach here for clarity angbon receipt of the MRTS, and the current geographic co-
completeness. For each packet transmission, adaptive sateédinates of the relay. The forwarding node records the in-
tion of the next relay is performed at two levels. At the rouformation contained in each CTS it receives as well as the
ing layer, the forwarding node selects upitoelays based on channel measurement upon receipt of each CTS. With this in-
its measurement of long-term channel characteristics (efgrmation, the forwarding node is able to evaluate (1), and its
average SNR of the link). The routing layer passes this listaluation ofP, can account for the local interference condi-
of next-hop relays to the MAC layer which then performs tions at both ends of the link.
rapid poll of each relay and transmits the packet to the “best’Fig. 1(b) illustrates the timeline of a sample exchange
relay based on a current channel measurement of each livéhere the MRTS is multicast to three nodes, each one replies
Thus, channel-adaptive relaying provides a form of selectigyith a CTS, and the forwarding node selects the second re-
diversity against both shadow and multipath channel fadingy. The timeline also shows the network allocation vector
The metric by which a relay is evaluated depends on t(iAV) states of nearby nodes as a result of the exchange. The
type of routing protocol and the level of information availoverhead of the new frame fields and of the wider channel
able. For example, if SNR is available, the forwarding nodeservation due to multiple CTS transmissions is discussed
may select the relay link with maximum SNR. In the corin detail in [10].
text of geographic (or position-based) routing, where posi-
tlonllnformatlon of ea_ch relay and of the final d(.astlmatlon is lIl. RATE ADAPTATION
available, the forwarding node may seek to maximize the ex-
pected progress, defined as the product of the probability off his section describes a rate adaptation protocol operating

successful transmission on the link and the progress (in urfigParately from relay selection. Prior to transmission of a
data frame, the receiver measures the link state, selects a data
The ag’?foa‘:hd‘}a” be extended to other systems that offer multiple dg{fe using a metric defined below, and indicates that selection
rates and forwarding options. . . _to the sender. The sender then transmits the data frame at the
Experimental results with commercially available 802.11 cards confirm . )
the usefulness of physical layer channel measurements for link quafi§lected data rate. If the data frame is successfully received,

assessment [11]. the receiver responds with an acknowledgment (ACK) frame

Il. CHANNEL-ADAPTIVE RELAY SELECTION
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four data rate modes: 1 and 2 Mbps using differential binary
and quaternary phase shift keying (DBPSK and DQPSK), re-
spectively, and 5.5 and 11 Mbps using two forms of comple-
mentary code keying (CCK). Naturally, the higher the data
rate is, the higher an SNR is required to achieve a given bit er-

transmitted at the lowest data rate (for added reliability 9" rate (BER). Fig. 2 illustrates the BER versus the received
time-varying channels). The data rate selection is made fMPel SNR for these modulation schemes in additive white

dependently for each data frame transmission or retransnff@ussian noise (AWGN). The DBPSK and DQPSK curves
sion. are from expressions in [14], and CCK performance data can

be found in [15].

Of the previous work on rate adaptation referenced in Secqn the proposed scheme, the sender transmits an RTS at
tion I, the proposed scheme is most similar to the Receivétie broadcast data rate (2 Mbps). As specified by 802.11,
Based AutoRate (RBAR) protocol [6]. In both, the data rat@e sender advertises the duration of the rest of the data ex-
selection is made by the receiver rather than the sender. Fdifange, including the ACK, in thaéurationfield of the RTS
thermore, both schemes measure the received SNR priofrigne. This duration is calculated based on the lowest avail-
the data transmission through use of the RTS/CTS mechgte data rate and is used by other nodes within listening
nism. For this reason, the use of these schemes is restri¢i@the of the sender to set their network allocation vectors
to systems that employ RTS/CTS, the original intent of whigiNAVs), thereby reserving the channel for the sender’s up-
was to reserve the channel at both the sender and receivektshing exchange.
an upcoming data exchange. The tradeoff between the overypon receipt of the RTS, the receiver records the SNR re-
head of RTS/CTS and the benefit of channel measuremggtted by the physical layer. From the duration field, and

and reservation is investigated in the performance analysigrior knowledge of the lowest data rate, the receiver calcu-

The proposed scheme differs from RBAR, however, inthgteS the length of the upcoming data frame. With the SNR
respects. Whereas a new MAC data frame is introduced' Y& asurement and frame length known, the recel\{er evalu-
support RBAR, the proposed rate adaptation scheme, w s, for each o_Iata rate, the expected throughput in packets
used separately from channel-adaptive relay selection, P& second, defined as
quires no new frame structure and, therefore, can coexist with
existing 802.11 systems. The two also differ in the data rate
selection criterion. RBAR selects the data rate using a set of
SNR thresholds, while our scheme maximizes a throughputiere~ is the measured SNRY ;(v) is the probability of
metric. successful transmission at SNRand data rate, and D; is

(b) Timeline of polling protocol for three next-hop nodes

Fig. 1. MAC-layer channel-adaptive relay selection

(2)
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the duration (in seconds) of a successful data frame and ACK 1V. JOINT RELAY SELECTION AND RATE
transmission at data rate The receiver then selects the data ADAPTATION

rate that maximizes (2): Since channel-adaptive relay selection effectively selects

links with favorable channel conditions, we propose marry-

ing it with rate adaptation to achieve more spectrally efficient

: use of those links. In joint relay selection and rate adaptation,

i In t:;e casi O:)?.?Z'lflb’ Wh'cr} ulstes no f_orvx_/ard_ error clor:%—e forwarding node transmits an MRTS to a set of candidate
'on, the probabliity of successiul ransmission Is SImply r}%Iays as in basic channel-adaptive relaying, at the broadcast

probability that no channel bit errors occur. Moreover, forg ta rate. Each relay that receives the MRTS measures the
data frame to be successfully transmitted after the RTS/C R on receipt of the MRTS, determines the data rate that

exchange has completed, both the data and ACK frames mMus

X . E(imizes (2), and advertises the associated duration in its
be received error-free. The probability of successful trané-TS. After waiting for all the possible CTS replies, the for-
mission, then, is approximated by ’

warding node transmits the data frame to the relay that maxi-
mizes the expected progress—throughput product. In terms of
the notation above, the sender selects the relay as

i* = argmax \;(7). 3

Pyi(7) = [1 = Pyi(n)]™ (4)

whereP, ;(v) is the bit error probability at SNR and data i
ratei, and N is the total number of bits to be transmitted, [ = arg max {Zl)‘iz* ('Vl)} ()
including the ACK. The righthand side of (4) is an approxi- o
mation rather than exact for two reasons. First, it assumeswitere:; is the data rate selected by relaysing (3), and
errors are independent, which may not be the case in prag-(v) is the expected throughput to relagt that data rate.
tice in the presence of bursty interference. Second, the SNRe joint use of channel-adaptive relaying and SNR-based
upon receipt of the data frame may not be the same as tt@&e adaptation tends to choose links with favorable channel
upon receipt of the ACK, due to time-varying channel gaieonditions and progress and then exploits those links with
as well as potentially different local interference conditiorgpectrally efficient modulation schemes.
at the sender and receiver. Nevertheless, (4) provides a firstih time-varying channels, the rate adaptation scheme is
order approximation of the true success probability that $sisceptible to making incorrect rate selections when the
accurate when the packet duration is less than the coherettugnnel state changes between the time the SNR measure-
time of the channel. ment is made and the time the data and ACK frames are
transmitted. An incorrect decision can be particularly harm-
ful when the SNR decreases sufficiently during that time that
a higher data rate transmission is unsuccessful, requiring a
After the receiver has selected the data rate using (3) aetransmission. Joint relay selection and rate adaptation mit-
the SNR measured on receipt of the RTS, it needs to indic@eates this risk by using diversity to yield link SNRs with a
that selection to the sender. It does so by advertising the dwtatistical distribution shifted towards higher values.
tion of the data/ACK exchange at the selected data rate,
in the duration field of the CTS frame, which is also trans-
mitted at the broadcast data rate. The sender, knowing the
data frame length, infers the selected data rate from the valuén this section, we evaluate the link performance of ideal
of the advertised duration and proceeds to transmit the dedte adaptation in a quasi-static Rayleigh fading channel. In
frame at that rate. If it is successfully received, the receivparticular, we evaluate the average MAC-layer throughput on
replies with an ACK at the lowest data rate. a link, averaged over the fading channel. This analysis indi-
Except when the receiver selects the lowest data rate, tages the potential gains associated with rate adaptation both
duration advertised by the CTS will be less than that adith and without the selection diversity made available by
vertised by the RTS. To prevent unnecessarily long chanaelaptive relay selection.
reservations, listening nodes update their NAVs with the new,We assume the channel amplitude is fixed during the ex-
shorter value advertised by either the CTS frame or the suvange of the data and ACK frames, and that itis independent
sequent data frame of that exchange. It is possible, thowgid identically Rayleigh distributed from one data transmis-
not very likely, that a listening node hears only the RTS arsibn to the next. As a result, the SNR, which is proportional
not any of the subsequent frames of that exchange, therébyhe square of the channel amplitude, has an exponential
resulting in its NAV being longer than necessary. distribution. Averaging (2) over this distribution, the average

B. Indication of Data Rate Selection to Sender

V. LINK PERFORMANCE ANALYSIS
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throughput using data ratéas 1200

1 [ | L=1
N | Pa ) ® "L
2 L=3
where f(y) = exp (—v/7) /7 is the density function of the § 8% s 0
SNR andj is the average SNR. 5

When ideal rate adaptation is used, the sender transmits §t 6001 Rate Adaptation
the data rate that maximizes (2) for the current SNR. Condig
tioned on a given SNR, the conditional throughput with rate$ 400f
adaptation is

Aver

Py i(7) 200} DBPSK
A = LA o
(7) = max { D,
and the average throughput with rate adaptation is % 5 0 15 20 25 30 35 40
Average symbol SNR (dB)
- Psi(v)
A= mgx D f(y)dy. (7) Fig. 3. Link throughput vs. average SNR in quasi-static Rayleigh fading
0 [

~ When relay selection is used, the statistics of the chana@l yiaion is combined with adaptive relay selection. They
improve. Assuming that the channel gainbavailable links 5154 gemonstrate the diminishing marginal returns with the

is independent and identically distributed, and that the ligk. o a5ing choice of relays, which is characteristic of diver-
with the maximum channel gain is selected, the dIS'[I’Ibu'[I%I’iI(y schemes in general.

function of the selected link gain is

F(7) 2 Primax{ly,Ty,..., T} <] VI. NETWORK PERFORMANCE ANALYSIS
B (1 B _7/7>L (8) While the previous section used analytical methods to il-
- ¢ ' lustrate the potential benefits in link performance of rate

adaptation, with and without link diversity, this section uses
simulation results to characterize the end-to-end performance
of these adaptive techniques in multihop networks.
fly) = ée_v/q (1 _ 6_7/7> L=l . ©) The protocols for channel-gdaptive relay selegtion and rate
adaptation described in Sections Il and Il were implemented
and evaluated in the QualNet 3.7 simulation environment.
outing is based on the description of Greedy Perimeter
§tateless Routing (GPSR) given in [16], with an average bea-
con interval of 1.5 s. Medium access is based on the IEEE
802.11 DCF with extensions to support channel-adaptive re-
r{k%ying. Relay selection at the routing and MAC layers uti-
izes the selection rule in (5).

Differentiating (8) with respect tg yields the density func-
tion of the channel gain witlith-order selection diversity:

The average link throughput with relay selection is obtain
by using (9) in (6) and (7).

Numerical evaluations of (6) and (7) are shown in Fig.
using the 802.11b data rates as an example, and using
with the BERs shown in Fig. 2 an§l = 5360 bits to evaluate
P, ;(). Fig. 3 plots the throughput in packets per seco

th NR of lay link. The th hput
versus the average S o' a relay fin e througnpu Jﬁfjl'he physical layer is that of 802.11b with all four data

each fixed rate scheme plateaus beyond a certain SNR, wit ; T
es available. Antennas are omnidirectional, and channel

higher rates achieving higher throughput, as expected, 5%& toni deled binati fr i
also requiring higher SNR to reach that throughput. Ideal rate padgation s modeled as a comoination of two-ray path 10ss
adaptation without diversity{ = 1) achieves throughput and time-varying correlat.ed fadlng._ Trgnsmssmn pOWer s
that is at least as high as that of any fixed rate scheme ofllé]r45 dBm, and the receiver sensitivity-i9:3 dBm, result-

the entire range of average SNR. Except for extremely Ighe In @ fransmission range of approximately 300 m at the

and high SNR, the throughput with rate adaptation is high%arMbpS data rate. Results for two scenarios are discussed

than that of the non-adaptive schemes. The reason is thattfﬁleOW_FTP Frafflc on a grid topology and CBR traffic on
throughput at a given average SNR represents the aver%nedom’ mobile topologies.
over an ensemble of SNRs, and rate adaptation maximizes
the throughput for every SNR in that ensemble. A. Grid Topology

The results for increasing orders of selection diversity A single file transfer protocol (FTP) connection transmits
(L > 1) show the potential increase in throughput when rafd 2-byte packets from a source to a destination on a fixed
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----- i L = 2 and doubling forL = 3, relative to the fixed rate
=4 1 scheme. As observed in Section V, most of the additional
| gain is achieved with 2nd-order diversity, with diminishing
T marginal returns fol, = 3 andL = 4. At higher channel
401 — 1 speeds, breakpoints are observed at which the benefit of ad-
o0l \ | ditional selectivity is outweighed by the increased overhead
and measurement delay incurred by larfeHowever, a key
i s 10 15 », difference relative to the fixed rate channel-adaptive relaying
Maximum fading velocity (m/s) results presented in [10] is that, with joint rate adaptation
Fig. 5. FTP throughput of x 8 grid with Rayleigh fading (RA = rate and relay selection, thesg breakpoint's'occur at three times
adaptation) the channel speed, meaning that the jointly adaptive system
is significantly more robust to time variability of the channel.
Also shown in Fig. 5 are results for standard 802.11b with-
dut the use of RTS/CTS for channel reservation. The poor
> _ , rformance of this scheme relative to those which do require
mobility levels are simulated to test the responsiveness of SICTS for rapid channel measurement indicates that the

channel-adaptive protocols to time-varying channels. Eaglyng of channel reservation and adaptivity more than com-
data point is averaged over six independent channel real'ﬁ@hsate for the associated overhead of RTS/CTS

tions, with each realization lasting 900 s. File transfer startSFig. 6 shows analogous results for Ricean fading, which

att - 6 s and ends at= 880 s. models multipath fading with a specular, line-of-sight com-
Fig. 5 plots the average end-to-end throughput as a fulfsen;. The Rice factor (ratio of specular power to scattered

tion of channel speed for a Rayleigh fading channel. Chani@l ey is i — 5 dB, here. Because the distribution of the
speed is quantified in terms of the equivalent maximum Vesanne| gain is more concentrated, the diversity gain with in-
locity in meters per second. In all cases, relay selectlond,seasingL is less than it is in Rayleigh fading. In fact, we
emplqyed at the routing layer for adaptivity to slow channghcarve no additional gain in going from= 3 to L = 4,
variations. Relay selection at the MAC layer for faster chagyen a4t siow speeds, indicating that the incremental diversity
nel adaptivity is indicated by the value &f the maximum o4y does not offset the added overhead of polling a fourth

number of relays polled. _ _ relay. As in the case of Rayleigh fading, most of the gain is
We observe that rate adaptation alone (i.e., result “RAehieved with 2nd-order link layer diversity.
L = 17) increases throughput relative to a 2 Mbps fixed rate

scheme by 30% or more, depending on the channel speed. ) )

When rate adaptation is combined with adaptive relay $&- Random, Mobile Topologies

lection at the MAC layer (the results with > 1), addi- The following results were obtained for mobile networks
tional gains in throughput are realized, increasing 80% fof 200 nodes with random topology. The initial locations

r
|
i

Average throughput (kbps)
[os]
o

8 x 8 grid of nodes spaced 100 m apart as illustrated in Fig.
Although the nodes are fixed, fading channels for a range
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Fig. 7. CBR performance as a function of traffic load for random, mobileig. 8. CBR performance as a function of node velocity for random,
topologies with Rayleigh fading, 2 m/s maximum velocity mobile topologies with Rayleigh fading, 10 CBR flows

of the nodes are randomly, uniformly distributed in a recthannels with Rayleigh fading and a maximum node velocity
angular region of size 3000 m 600 m. Node mobility of v,.x = 2 m/s. In this traffic scenario, with shorter 64-byte
follows the random waypoint model with zero pause timgackets, the overhead associated with channel measurement
and speeds selected randomly and uniformly in the intés-more significant relative to the data payload. Neverthe-
val (0, vmax ). Traffic is generated from multiple constant bitess, the gain realized by rate adaptation (RA= 1) more
rate (CBR) flows, each generating 64-byte packets at 4 pattkan compensates for this overhead, yielding a 25% increase
ets/s. Source-destination pairs are mutually exclusive, so timasustainable CBR traffic at a packet delivery rate of 90%,
a node is the source or destination of no more than one CB#ative to the fixed rate scheme with or without RTS/CTS.
flow. Each data point is averaged over six independent relalsrthermore, joint rate adaptation and relay selection with
izations of a topology/mobility pattern, with each realizationnly 2nd-order link layer diversity provides a corresponding
lasting 900 s. The start times of the CBR flows are randombgapacity increase of 58% (19 flows versus 12 flows). The
uniformly distributed on the intervab, 180) s, and they all added benefit of 3rd-order diversity. (= 3) is negligible in
end at 880 s. terms of packet delivery rate, but noticeable in terms of delay,
Fig. 7 illustrates end-to-end performance in terms of timeducing delay by 30% at traffic levels up to 16 flows.
packet delivery ratio and the average end-to-end delay, a&ig. 8 shows results when the traffic load is fixed at 10
a function of the number of CBR flows in the network, fo€BR flows and the maximum node velocity is varied. These
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results reveal that while the fixed rate scheme breaks dows] D. Qiao and S. Choi, “Fast-responsive link adaptation for IEEE
around 10-15 m/s and the standard non-RTS/CTS scheme 802.11 WLANS," inProc. ICC vol. 5, May 2005, pp. 3583-3588.

. 6], G. Holland, N. Vaidya, and P. Bahl, “A rate-adaptive MAC protocol
around 20 m/s, the rate adaptive schemes are robust fof Jaformulti_hop Wireless networks " iroc. MobiCom 2001, pp. 236

wider range of node velocity, up to 30 m/s (67 mph). Fur- 55

thermore, joint rate adaptation and 2nd-order relay selectign D. Qiao, S. Choi, and K. G. Shin, “Goodput analysis and link adap-
reduces end-to-end delay at speeds up to 25 m/s (55 mph). tation or IEEE 802.11a wireless LANSEEE Trans. Mobile Com-
We observe, therefore, that channel-adaptive relaying bas%ﬁj 3’“““9' vol. 1, no. 4, pp. 278-292, Oct.-Dec. 2002.

d SNR b ful hicul d . del Prado Pavon and S. Choi, “Link adaptation strategy for IEEE
on measure can be useful even at venicular speeds. 802.11 WLAN via received signal strength measurementProc.

ICC, vol. 2, May 2003, pp. 1108-1113.
VIl. CONCLUSION [9] S. Biswas and R. Morris, “ExXOR: Opportunistic multi-hop routing
for wireless networks,” ifProc. ACM Special Interest Group on Data
Motivated by the theoretical increase in information ca- Communication (SIGCOMMPO05, pp. 133—143.
pacity afforded by selection diversity in multihop relayingl0l M. R. Souryal and N. Moayeri, “Channel-adaptive relaying in mo-

systems, a protocol was specified for joint relay adaptation Pile ad hoc networks with fading,” iroc. Second Annual IEEE
d rel lection i ltihob 802.11 ad h i K Commun. Society Conf. on Sensor and Ad Hoc Commun. and Net-
and relay selection in a multihop 802.11 ad hoc network Us- /o1« (SECON)Sept. 2005.

ing geographic routing and RTS/CTS at the MAC layer. Ai1] M. R. Souryal, L. Klein-Berndt, L. E. Miller, and N. Moayeri, “Link
each hop and for each packet transmission, a channel mea- assessment in an indoor 802.11 network, Piroc. IEEE Wireless

surement is made and the data rate and next-hop relay are Communications and Networking Conference (WGM@). 2006.
selected to maximize a proaress—throuahput metric for tl%l%] R. R. Choudhury and N. H. Vaidya, “MAC-layer anycasting in ad
XIMiZ prog - ughpu : hoc networks,” inProc. 2nd workshop on Hot Topics in Networks

transmission. Results of network simulations demonstrate (HotNets I1) 2003.
that the proposed rate adaptation improves performance réda} S. Jain and S. R. Das, “Exploiting path diversity in the link layer
tive to a fixed rate scheme which does not use RTS/CTS, and N wireless ad hoc networks,” iRroc. 6th IEEE Int. Symp. on a

. . . . ‘ . World of Wireless Mobile and Multimedia Networks (WoWMpM)
that joint rate and relay adaptation provides synergistic gains June 2005, pp. 22-30.

in throughput of delay-insensitive traffic and in capacity angly) 5. G. Proakis,Digital Communications ~ 4th ed., New York:
delay of CBR traffic. The jointly adaptive scheme was also McGraw-Hill, 2001.

robust to time-varying channels corresponding to vehicul@p] C. Andren and M. Webster, “CCK modulation delivers 11Mbps
speeds for high rate IEEE 802.11 extension,” iRroc. Wireless Sympo-

. . . sium/Portable by Design Conferen&pring 1999.
While results were given here for a system using geBB] B. Karp and H. T. Kung, “GPSR: Greedy perimeter stateless routing

graphic routing, channel-adaptive relaying can be applied to for wireless networks,” ifProc. MobiCom 2000, pp. 243—254.
non-geographic routing protocols that also provide multiplé7] M. K. Marina and S. R. Das, “On-demand multipath distance vector
forwarding options such as Ad Hoc On-Demand Multipath routing in ad hoc networks,” ifProc. IEEE Int. Conf. for Network

. ’ . Protocols 2001, pp. 14-23.
Distance Vector (AOMDV) routing [17].
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