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Abstract.
Bluetooth is a cable replacement technology for Wireless Personal Area Networks. It is

designed to support a wide variety of applications such as voice, streamed audio and video,
web browsing, printing, and file sharing, each imposing a number of quality of service con-
straints including packet loss, latency, delay variation, and throughput. In addition to QOS
support, another challenge for Bluetooth stems from having to share the 2.4 GHz ISM band
with other wireless devices such as IEEE 802.11. The main goal of this paper is to investigate
the use of a dynamic scheduling algorithm that guarantees QoS while reducing the impact of
interference. We propose a mapping between some common QoS parameters such as latency
and bit rate and the parameters used in the algorithm. We study the algorithm’s performance
and obtain simulation results for selected scenarios and configurations of interest.

Keywords: WPANs, Bluetooth, Interference, MAC scheduling.

1. Introduction

Today most radio technologies considered by Wireless Personal Area Net-
work (WPAN) industry consortia and standard groups including the Blue-
tooth Special Interest Group (Bluetooth, 1999), HomeRF, and the IEEE
802.15, employ the 2.4 GHz ISM frequency band. This same frequency band
is already in use by microwave ovens and the popular Wireless Local Area
Network (WLAN) devices implementing the IEEE 802.11 standard specifi-
cations (IEEE 802.11, 1997).

However, instead of competing with WLANs for spectrum and appli-
cations, WPANs are intented to augment many of the usage scenarios and
operate in conjunction with WLANs, i.e., come together in the same laptop,
or operate in proximity in an office or conference room environment. For
example, Bluetooth can be used to connect a headset, or PDA to a desktop
computer, that in turn may be using WLAN to connect to an Access Point
placed several meters away.

Thus, an issue of growing concern is the coexistence of WLAN and WPAN
in the same environment. Several techniques and algorithms aimed at reduc-
ing the impact of interference have been considered. These techniques range
from collaborative schemes intended for Bluetooth and IEEE 802.11 proto-
cols to be implemented in the same device to fully independent solutions that
rely on interference detection and estimation. In particular:
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� Collaborative Mechanisms
Mechanisms for collaborative schemes have been proposed to the IEEE
802.15 Coexistence Task Group and are based on a Time Division Mul-
tiple Access (TDMA) solution that alternates the transmission of Blue-
tooth and WLAN packets (assuming both protocols are implemented in
the same device and use a common transmitter) (Lansford et al., 2000).
A priority of access is given to Bluetooth for transmitting voice packets,
while WLAN is given priority for transmitting data.

� Non-Collaborative Mechanisms
The non-collaborative mechanisms range from adaptive frequency hop-
ping (Treister, 2001) to packet scheduling and traffic control (Golmie
et al., 2001). They all use similar techniques for detecting the presence
of other devices in the band such as measuring the bit or frame error
rate, the signal strength or the signal to interference ratio (often imple-
mented as the Received Signal Indicator Strength (RSSI)). Frequency
hopping devices may be able to detect that some frequencies are used
by other devices and thus modify their frequency hopping pattern. They
can also choose not to transmit on ”bad” frequencies. The first technique
is known as adaptive frequency hopping, while the second technique is
known as MAC scheduling. The main advantage of scheduling is that it
does not require changes to the Bluetooth specifications.

In this paper we present a Bluetooth Interference Aware Scheduling (BIAS)
algorithm to deal with coexistence. This algorithm takes advantage of the
fact that devices in the same piconet will not be subject to the same levels
of interference on all channels of the band. The basic idea is to utilize the
Bluetooth frequency hopping pattern and distribute channels to devices such
that to maximize their throughput while ensuring fairness of access among
users.

In this paper, we propose several extensions to a preliminary discussion of
the algorithm (Golmie et al., 2001) in order to address (1) priority scheduling,
(2) dynamic changes in the environment, and (3) asymmetric scenarios where
packet lengths and data rates are chosen differently in the upstream (slave to
master transmission) and downstream (master to slave transmission) direc-
tions. In addition, we describe how to map commonly used QOS parameters,
namely bit rate, and jitter and the parameters used in BIAS. Simulation results
for scenarios and configurations of interest are presented and performance is
measured in terms of packet loss and mean access delay.

The remainder of this paper is organized as follows. In section 2, we give
some general insights on the Bluetooth interference environment. In section
3, we describe BIAS and discuss the mapping of QOS parameters. In section
4, we present simulation results and offer concluding remarks in section 5.
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2. Interference Environment

Since Bluetooth operates in the 2.4 GHz band along with other wireless
technologies such as 802.11, high and low rate WPAN (802.15.3 and 4), the
resulting mutual interference leads to significant performance degradation.

In this paper, we assume that interference is caused by an 802.11 spread
spectrum network operating in proximity of the Bluetooth piconet. This rep-
resents the worst case interference for Bluetooth. Golmie et al. (Golmie et
al., 2001) use a detailed MAC and PHY simulation framework to evaluate the
impact of interference for a pair of WLAN devices and a pair of Bluetooth
devices. The results indicate that Bluetooth performance may be severely
impacted by interference with packet loss of 8% and 18% for voice and
data traffic respectively. In (Golmie et al., 2001), the authors investigate the
effect of several factors, such as transmitted power, offered load, packet size,
hop rate, and error correction on performance. First, they note that power
control may have limited benefits in an interference environment. Increasing
the Bluetooth transmission power even ten times is not sufficient to reduce
the Bluetooth packet loss. Second, using a shorter packet size leads to less
packet loss for Bluetooth at the cost of causing more interference on WLAN.
Overall, the results exhibit a strong dependence on the type and characteritics
of the traffic distribution used.

Additional analytical (Shellhammer, 2000) (Golmie, 2000) and experi-
mentation (Howitt et al., 2001) (Fumolari, 2001) results confirm these find-
ings.

3. Bluetooth Interference Aware Scheduling

In this section, we present a Bluetooth Interference Aware Scheduling (BIAS)
algorithm that consists of several components, namely, (i) dynamic channel
estimation, (ii) credit computation, and (iii) access priority. A preliminary
discussion of BIAS appeared in (Golmie et al., 2001).

In this sequel, we assume that traffic from slave Si to the master (up-

stream) is characterized by a data rate, 
iup, equal to
N i
peak

�liup

pi
where N i

peak

is the number of packets sent back-to-back within a poll interval, pi, and liup is
the packet length (1, 3, or 5 slots depending on the packet type). Similarly, the
data rate in the downstream (from the master to slave Si) is characterized by


idn equal to
N i
peak

�li
dn

pi
. Note that N i

peak and pi are the same in the upstream
and downstream, since every packet in the upstream corresponds to one in the
downstream. In addition, we assume the following transmission rules for the
master and slave.
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Figure 1. Interference Aware Scheduling

Master - The master polls Si every pi slots in order to guarantee 
iup in the
upstream direction. A poll message can be either a data or POLL packet. A
data packet is sent if there is a packet in the queue destined for Si. This packet
contains the ACK of the previous packet received from Si. In case there is no
data to transmit and the master needs to ACK a previous slave transmission,
it sends a NULL packet.
Slave Si - Upon receipt of a packet from the master, the slave can transmit a
data packet. This data packet contains the ACK information of the master to
slave packet transmission. In case the slave does not have any data to send,
it sends a NULL packet in order to ACK the previous packet reception from
the master. No ACK is required for a NULL message from the master.

In a nutshell, we propose a method that allows the master device, which
controls all data transmissions in the piconet, to avoid data transmission to a
slave experiencing a ”bad” frequency. Furthermore, since a slave transmission
always follows a master transmission, using the same principle, the master
avoids receiving data on a ”bad” frequency, by avoiding a transmission on a
frequency preceding a ”bad” one in the hopping pattern.

This simple scheduling scheme illustrated in Figure 1 needs only be im-
plemented in the master device and translates into the following transmission
rule. The master transmits in a slot after it verifies that both the slave’s
receiving frequency, fs, and its own receiving frequency, fm, are ”good”.
Otherwise, the master skips the current transmission slot and repeats the
procedure over again in the next transmission opportunity.

Figure 2 describes the master’s transmission flow diagram. In addition,
to checking the slave’s and the master’s receiving frequencies pair, (fs,fm),
the algorithm incorporates bandwidth requirements, and quality of service
guarantees for each master/slave connection in the piconet. This bandwidth
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Figure 2. Master Packet Transmission Flow Diagram

allocation is combined with the channel state information and mapped into
transmission priorities given to each direction in the master/slave communi-
cation. It is shown in the ”choose slave” routine in the flow diagram. Note
that the master invokes the ”choose” routine after serving the retransmission
ACK queue for packets sent by the master requiring retransmission.
In the remainder of this section, we discuss (a) a dynamic channel estimation
procedure, (b) a credit allocation function, and (c) a service priority rou-
tine that schedules packet transmissions to devices according to their service
requirements and the state of the channel.

3.1. DYNAMIC CHANNEL ESTIMATION

Estimation is mainly based on measurements conducted on each frequency or
channel in order to determine the presence of interference. Several methods
are available ranging from BER, RSSI, packet loss rate, and negative ACKs.
In this discussion, the estimation is based on negative ACKs, which belongs
to the class of implicit methods that do not require messages to be exchanged
between the master and the slave devices. First, we define two phases in the
channel estimate procedure as illustrated in Figure 3. During the Estimation
Window packets are sent on all frequencies regardless of their classification.

Note that in case no data traffic is available for transmission, POLL/NULL
packets could be exchanged between the master and the slave in order to
probe the channel and collect measurements. This POLL/NULL exchanged
is designed in most implementations to keep the connection alive and check
the status of the slave. It comes at the expense of causing more interference on
other systems. The Estimation Window takes place at the beginning of every
estimation interval, EI, and is followed by an Online phase where the master
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Figure 3. Implicit Estimation

uses only “good” frequencies to selectively send data and POLL packets to
slaves in the piconet. Next, we give a lower bound on the Estimation Window
and describe how to adjust EI based on the environment’s dynamics.

Estimation Window - The time to perform the channel estimation depends
on the frequency hopping rate since the methods used to perform the classi-
fication depend on packet loss measurements per frequency visited. A lower
bound calculation is as follows. First, we assume a hop rate of 1600 hops/s
given single slot packets. For each receiver the hopping rate is 1600/2 hops/s,
or 800 hops/s since nodes receive on every other “frequency” or “hop” in the
sequence. Next, we consider the Bluetooth frequency hopping algorithm. In a
window of 32 frequencies, every frequency is selected once, then the window
is advanced by 16 frequencies, and the process is repeated. Therefore, it takes
5 windows of 32 frequencies in order to visit each of the 79 frequencies twice.
In other words, 160 hops visit each frequency twice. The time to visit each
frequency four times per receiver is 160/800*2 = 0.4 seconds or 400 ms. In
fact, 400 ms constitutes a lower bound assuming full load and single-slot
packets.

In order to avoid having to fix the Estimation Window, EW, or compute it
manually, we propose a simple technique to dynamically adjusts the window
based on the number of times, Nf , each frequency in the band should be
visited. For example, if Nf is equal to 2, then each receiving frequency in the
band is visited at least twice, i.e., the estimation phase ends only when the
last frequency in the band has been used twice for each device in the piconet.
Note that, avoiding “bad” frequencies can start before EW ends, or as soon
as frequency status information becomes available.

Estimation Interval - How often to update the channel estimation depends
on the application and the dynamics of the scenario used. We propose an
adaptive procedure to adjust EI, which the interval between two consecutive
estimation windows.

First, we let Æ, be the percentage of frequencies that change classification
status (from “good” to “bad” or vice versa) during the previous estimation

paper.tex; 12/11/2002; 16:40; p.6



7

phase. More formally, let S(f,t) be the status of frequency f at time t.

S(f; t) = 1; if f is \good00

S(f; t) = 0; otherwise (1)

Using the exclusive bit “OR” operation between S(f,t) and S(f, t+1) represents
the change of status of frequency f from time t to t + 1. A change of status
leads to a logic “1” while a no change yields a logic “0”. Summing over all
frequencies and dividing by the number of frequencies available, which is 79
in this case, is then equal to Æ.

Æt+1 =
1

79

79X

f

(S(f; t)� S(f; t+ 1)) (2)

Initially, EI is set to EImin. Then, EI is updated every interval, t, according
to the rationale that if a change were to happen it is likely to happen again
in the near future and therefore EI is set to EImin. Otherwise, the window is
doubled.

EIt+1 = max (2 � EIt;EImax); if Æt+1 � 0:1

EIt+1 = EImin otherwise (3)

3.2. CREDIT ALLOCATION

The credit system controls the bandwidth allocated to each device in order to
ensure that no device gets more than its fair share of the available bandwidth.
Thus, devices with a positive credit counter, ci, are allowed to send data. Since
the rate in the upstream can be different from the rate in the downstream, we
define ciup and cidn for both the upstream and downstream credits. Credits can
be computed according to the upstream and downstream rates negotiated as
follows:

ciup = 
iup �N (4)

cidn = 
idn �N

where N is the number of slots considered in the allocation and 
iup=down =

liup=down �N
i
peak=p

i. Credits are decremented by the number of slots used in
each data packet transmission. The transmission of POLL and NULL packets
does not affect the credit count based on the rationale that credits are not
required for the transmission of POLL and NULL messages. An interesting
question is how to compute 
 or derive it from application QOS parameters
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such as delay, peak bandwidth, and jitter. Let d (seconds), r (bits/s), � (sec-
onds) represent delay, peak bandwidth, and jitter respectively. r is part of the
L2CAP QOS parameters and for some applications is negotiated between the
master and the slave at connection setup. r is equal to (Npeak �El � 8)=(p�
625 � 10�6) and 
 = (r � l � 625 � 10�6)=(El � 8). Note that El is the
number of information bytes contained in a packet of length l. Table I gives
El corresponding to the various DH formats.

Table I. Packet Encapsulation Rate
for DH Packets

Packet Type l El (Bytes)

DH1 1 27

DH3 3 183

DH5 5 339

The choice of l depends on the L2CAP packet size, k. When k � E5,
Npeak = 1 and l is such that:

1 if 0 < k � 27 (5)

l = 3 if 27 < k � 183

5 if 183 < k � 339

However, when k > E5, higher layer packets (L2CAP) are segmented into
Npeak packets. The aim is to find Npeak equal to

Npeak = d
k

El

e (6)

such as to minimize Npeak � l, or the total number of slots needed. Further-
more, since master and slave transmission alternate, the end-to-end delay of a
packet accounts for the segmentation and the transmission of packets in both
directions. Therefore, the choice of lup and ldn are loosely constrained by the
delay requirements as follows:

Npeak � (lup + ldn) �
d

625� 10�6
(7)

where 625 � 10�6 is the length of a slot in seconds. Finally, the choice of p
is determined by � as follows.

2 � p �
�

625� 10�6
(8)

where 2 is the minimum value for the poll interval since every other slot is
dedicated to a master (or slave) transmission.
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In case r, d, and � cannot be determined from the application QOS, 
 can
be set to 1 �

P

i, the leftover bandwidth after having calculated 
 for all

other applications with known service rates (
P

).

3.3. SERVICE PRIORITY

The third component of the algorithm is to give an access priority to devices
based on their channel conditions and their allocated credits.

We let ui be the probability that a pair of master/slave transmission slots
are ”good”. Thus, ui represents the available spectrum to slave Si, and we
write:

ui = min((1� 1=79); P (slave i has a good receiving frequency)

�P (master has a good receiving frequency)) (9)

where

P (device i has a good receiving frequency) =

Number of good Channelsi=Total Number of Channels (10)

We use a two-tier system with high and low priorities, denoted by A, and
B respectively. Priority A is used to support delay constrained applications
such as voice, MP3, and video. On the other hand, priority B, is used to
support best effort connections such as ftp, http, print, email. The scheduling
routine services priority A devices first, and priority B devices second. Also,
among same tier connections, we choose to give devices with fewer number
of good channels the right of way over other devices that have more channels
available. The priority access is determined according to a weight factor, w,
that is the product of the credits and the probability of experiencing a bad
frequency. wi

up and wi
dn are computed as follows:

wi
up = ciup � (1� ui) (11)

wi
dn = cidn � (1� ui)

The master schedules a data transmission for slave i such as to maximize the
product of the weights in the up and downstreams.

i = maxfS(w
i
up � wi

dn) (12)

To transmit a POLL packet, the master looks only at the weight function in
the upstream:

i = maxfS(w
i
up) (13)

The selection of a slave is restricted over the set of slaves S that can re-
ceive on the master’s current transmission frequency, f . Thus, any slave that
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experiences a ”bad” channel on the current transmission frequency is not con-
sidered. Four sets of slaves are formed, Afdata, Af

poll, B
f
data, and B

f
poll. Adata

and Apoll represent the set of high priority connections requiring data and
POLL packet transmissions respectively. Similarly, Bdata and Bpoll represent
low priority connections. First, the algorithm tries to schedule a packet to high
priority slaves in group A, then a POLL packet, before it moves to group B.
The credit counters and weights are updated accordingly after every master’s
transmission. Table II summarizes the parameters used in the algorithm and
their definition. The algorithm’s pseudocode is given in the appendix.

Table II. Definition of Parameters used in the Scheduling Algorithm

Parameters Definition


iup;dn rate allocated for device i in the upstream and downstream

wi
up;dn weight for device i

ciup;dn credit for device i

N Number of slots considered in the allocation

ui available frequency usage for device i

4. Performance Evaluation

In this section, we present simulation results to evaluate the performance of
BIAS. The experiments illustrate the algorithm’s responsiveness to changes in
the environment and the support of QOS. The results obtained are compared
with Round Robin (RR) scheduling. Our simulation environment is based on
a detailed MAC, PHY and channel models for Bluetooth and IEEE 802.11
(WLAN) as described in (Golmie et al., 2001). The parameters used in the
setup vary according to the experiment. The common simulation parame-
ters are summarized in Table 4. The simulations are run for 900 seconds of
simulated time unless specified otherwise. We run 10 trials using a different
random seed for each trial. In addition, to plotting the mean value, we verify
that that the statistical variation around the mean values are very small (less
than 1%).

The performance metrics include the packet loss, the mean access delay,
and the channel estimation transient time. The packet loss is the percent-
age of packets dropped due to interference over the total number of packets
received. The access delay measures the time it takes to transmit a packet
from the time it is passed to the MAC layer until it is successfully received
at the destination. The delay is measured at the L2CAP layer. The estimation
transient time measures the time it takes a Bluetooth device to detect the

paper.tex; 12/11/2002; 16:40; p.10



11

Table III. Common Simulation Parameters

Bluetooth Parameters Values

ACL Baseband Packet Encapsulation DH5

Transmitted Power 1 mW

WLAN Parameters Values

Packet Interarrival Time 2.172 ms

Offered Load 60 % of Channel Capacity

Transmitted Power 25 mW

Data Rate 11 Mbit/s

PLCP Header 192 bits

Packet Header 224 bits

Payload Size 12000 bits

presence of a ”bad” frequency, i.e. from the time a packet loss occurs until
the frequency is classified ”bad”. This average is provided on a per frequency
basis.

4.1. EXPERIMENT 1: BASE CASE

This experiment includes Bluetooth performance results for the reference
scenario when no interference is present. It represents a base case since the
effects of BIAS are quantified and compared against the reference scenario.
It also covers different levels of interference caused by WLAN systems oper-
ating in close proximity. Thus, we examine Bluetooth’s performance when 1,
2, and 3 WLAN interfering systems are operational and compare that to the
ideal performance when no interference is present. Note that, the maximum
number of non-overlapping channels for WLAN systems is 3, i.e. there could
be up to 3 WLAN networks operating simultaneously using different non-
overlapping channels. In each case, results are obtained with BIAS and RR
scheduling. The benefits of using BIAS are discussed in terms of packet loss
and access delay.

Topology - We use the topology illustrated in Figure 4 that consists of
3 WLAN systems (source-sink pairs), and one Bluetooth piconet with one
master and one slave device. In a first step, we record the results of Bluetooth
when no WLAN system is present. Then, we add one WLAN system at a time
starting with WLAN (Source/Sink) 1, followed by WLAN (Source/Sink) 2,
and 3.

Traffic - For Bluetooth, a generic source that generates DH5 packets is
considered. The packet interarrival mean time in seconds, tB , is exponentially
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Figure 4. Topology for Experiments 1 and 2

distributed and is computed according to

tB = 2� l � 0:000625� (
1

�
� 1) (14)

where l is the packet length in slots and � is the offered load. We assume that
WLAN is operating in the Direct Sequence Spread Spectrum (DSSS) mode.
The WLAN source is transmitting data packets to the sink which is respond-
ing with ACKs. The WLAN packet payload is set to 12000 bits transmitted
at 11 Mbit/s, while the PLCP header of 192 bits is transmitted at 1 Mbit/s.
The packet interarrival time in seconds, tW , is exponentially distributed and
its mean is computed according to

tW = (
192

1000000
+

12224

11000000
)=� (15)

Results - Figure 5 gives the packet loss (a) and the mean access delay (b)
measured at the slave for a variable Bluetooth offered load (5-80%). Observe
that when no WLAN system is present, the packet loss is zero and the access
delay remains flat at around 4 ms. This represents a reference measure for the
Bluetooth performance when there is no interference. Each WLAN system
addition an increase of 15% in packet loss as shown in Figure 5(a). The packet
loss is around 15%, 30% and 45% when one, two, and three WLAN systems
are present respectively. Repeating the same experiments using BIAS, brings
the packet loss down to zero for any number of WLAN systems. The delay
trends captured in Figure 5(b) are consistent with the packet loss results.
Using BIAS yields lower delays than when RR is used. When one WLAN
system is present, the delay curve with BIAS is flat at 5 ms (a 1 ms increase
compared to the reference case when no interference is present). When 2
WLAN systems are present, the delay curve takes off at 35% with RR, while
the curve remains flat until 60% with BIAS. When 3 WLAN systems are
present, the delay curve takes off sharply at 15% with RR, while the knee of
the curve remains lower with BIAS (shifted to the right).
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Figure 5. (a) (b) Experiment 1. Variable Number of WLAN Interfering Systems. (a)

Probability of Packet Loss. (b) Mean Access Delay

4.2. EXPERIMENT 2: DYNAMIC BEHAVIOR

In this experiment, we focus on BIAS’s responsiveness to transient effects
and sudden changes in the environment. We measure the channel estimation
transient time per frequency and over the entire spectrum. We design an ex-
periment where the WLAN traffic is turned on and off several times during
each simulation run (about 30 times).

Topology - We use the topology of Figure 4 with one WLAN system
(Source/Sink 1) and the Bluetooth master/slave pair.

Traffic - The traffic is based on bulk data. The offered load for Bluetooth
is varied between 10 and 100%, while for WLAN the offered load is set to
60%. For Bluetooth, both DH1 (1 slot) and DH5 (5 slots) packets are used
in order to compare the difference in transient times. The time the WLAN
connection is ON, TON , is exponentially distributed with a mean equal to
10 seconds, while the time the WLAN connection is OFF, TOFF , is also
exponentially distributed with mean equal to 20 seconds. Each simulation is
run for 900 seconds. Unless specified otherwise, we set EImin = 2 seconds,
EImax = 100 seconds, Nf = 1.

Results - Figure 6(a) and (b) give the packet loss and access delay re-
spectively measured at the Bluetooth slave device. The packet loss obtained
with BIAS is negligible (less than 2%) for both DH1 and DH5 packets. On
the other hand the packet loss with Round Robin (RR) is close to 10%. The
access delay obtained with BIAS for DH1 packets is lower than the delay
for DH5 packets for offered loads under 70% ( it is around 1.5 ms for DH1
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packets, and 4 ms for DH5 packets). The knee of the curve for DH5 packets
is located around 80% of the offered load while it is at 60% for DH1 pack-
ets. Observe that BIAS gives lower access delays than RR for DH5 packets
(between 40% and 80% offered load). However, the same does not apply to
DH1 packets, in which we observe a slight increase in access delay (0.5 ms)
with BIAS compared to RR. For short packets (DH1) retransmissions due to
packet loss (RR), and delay in transmission due to “bad” frequency avoidance
(BIAS), yields comparable delays. Furthermore, given that the probability of
packet loss (and retransmission) is small for short packets, RR gives lower
access delays on average. Figure 7 gives the time it takes to estimate a ”bad”
frequency using DH1 and DH5 packets. The use of DH5 packets leads to
a higher round trip transmission time, and therefore increases the transient
time, up to 1.5 ms while it is around 0 �s for DH1 packets.

4.3. EXPERIMENT 3: QOS SUPPORT

This experiment highlights the support of QOS in an environment where de-
vices experience different levels of interference and connections have a range
of service requirements.

Topology - We use the topology illustrated in Figure 8. Slaves 1 and 2
experience the same level of interference, while slave 3 does not experience
any interference. The y-coordinate of the WLAN FTP server is varied along
the y-axis in order to vary the level of interference on the Bluetooth piconet.
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Figure 8. Topology for Experiment 3

Traffic - For Bluetooth, we consider three application profiles, namely,
Print, Video, and Email. We use print, video, and email traffic between slaves
1, 2, 3 and the master respectively. Note that the master is the client process
in all three connections. The profile parameters are given in Table IV. The
WLAN uses the FTP profile described in Table V.

Since the video application generates roughly around 93 and 58 pack-
ets in the upstream and downstream directions respectively, and since it is
often difficult to predict the exact traffic distributions, the rate is divided
evenly between both directions. Thus, we set 
2up


2

dn = 0:25. The two other

applications, share the leftover bandwidth (
1;3up;dn = (1� 0:5)=4 = 0:125).
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Table IV. Bluetooth Application Profile Parameters

Parameters Distribution Value

Email

Send Interarrival Time (seconds) Exponential 120

Send Group Constant 3

Receive Interarrival Time (secondS) Exponential 60

Receive Group Constant 3

Email Size (bytes) Exponential 1024

Print

Print Requests Interarrival Time (seconds) Exponential 30

File Size Normal (30K,9M)

Video

Frame Rate Constant 1 Frame/s

Frame Size (bytes) Constant 17280 (128 x 120 pixels)

Table V. WLAN Application Profile Parameters

Parameters Distribution Value

FTP

File Interarrival Time (seconds) Exponential 5

File Size (bytes) Exponential 5M

Percentage of Get 100%

Results - Figure 9 depicts the results when the WLAN y-coordinate is
varied between 0 and 10 meters. In Figure 9 (a), the packet loss with BIAS is
below 0.1% for all three slaves and the master. With RR, slave 1 (Print) and
slave 2 (Video) vary between 15% and 3% of packet loss between 0 and 10
meters respectively. While the packet loss for the master is above 20%. Slave
3 (Email) has a low packet loss with both BIAS and RR since it is far from
the WLAN server.

The access delay for slave 2 (Video) in Figure 9(b) is 0.3 seconds with
BIAS, while it is almost double with RR (0.6 seconds). For Print, delays with
BIAS are half the delays with RR (0.01 seconds as opposed to 0.02 seconds).
The delays for Email are also reduced by half with BIAS.
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Access Delay

4.4. EXPERIMENT 4: WLAN AND MULTI-BLUETOOTH PICONETS

INTERFERENCE

When two or more Bluetooth piconets are proximally located, one expects
few collisions when the packets happen to be transmitted on the same fre-
quency. However, the probability of such collisions is low as discussed in (Hoiydi,
2001) since each piconet has a unique frequency sequence. Given that these
packet collisions are random in nature and are already mitigated by frequency
hopping, we do not expect significant performance improvements when BIAS
is used since the packet loss is already very low. Furthermore, the fact that fre-
quencies are eliminated due to other Bluetooth piconet interference may even
cause delay increases. We illustrate this particular issue using the following
scenario.

Topology - We use the topology illustrated in Figure 10 representing a
conference hall environment. It consists of one WLAN AP located at (0,15)
meters, and one WLAN mobile at (0,0) meters. The WLAN mobile is the
server device, while the AP is the client. The distance between the WLAN AP
and mobile is dW = 15 meters. There are ten Bluetooth piconets randomly
placed, covering a disk. The center of the disk is located at (0,0) and its radius
is r = 10 meters. We define dB as the distance between a Bluetooth master
and slave pair. dB = 1 meter for half of the master and slave pairs, while
dB = 2 meters for the other half of the master and slave pairs.

Traffic - We run four experiments with different combinations of WLAN
and Bluetooth applications, namely, HTTP and FTP. We use the application
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profiles available in the OPNET library and configure the parameters accord-
ing to Table VI. The WLAN FTP profile parameters are given in Table V.

Table VI. Profile Parameters

Parameters Distribution Value

Bluetooth FTP

Percentage of Put/Get 100%

Inter-Request Time (seconds) Exponential 5

File Size (bytes) Exponential 250K

HTTP

Page Interarrival Time (seconds) Exponential 30

Number of Objects per page Constant 2

Object 1 Size (bytes) Constant 1K

Object 2 Size (bytes) Uniform (2K,100K)

Results -
The results for the Bluetooth packet loss and access delay are given in Ta-

ble VII and VIII respectively. The results are grouped by application category
(FTP, HTTP), and dB , for each of the WLAN profiles. Overall, the packet
loss results with BIAS are comparable to the packet loss obtained with RR.
In some instances, the packet loss with BIAS is slightly lower than with RR,
however the difference remains less than 2%. The access delays for Blue-
tooth is given in Table VIII. The results with BIAS and RR are comparable.
However there are no significant advantages in using BIAS.
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Table VII. Bluetooth Packet Loss Probability for Experiment 4

BT Traffic WLAN Traffic

FTP HTTP

BIAS RR BIAS RR

FTP dB = 1 m 0.0103 0.0158 0.0064 0.0356

dB = 2 m 0.1079 0.1210 0.0379 0.0393

HTTP dB = 1 m 0.0012 0.0034 0.0003 0.0002

dB = 2 m 0.0425 0.0614 0.0265 0.0071

Table VIII. Bluetooth MAC Delay (seconds) for Experiment 4

BT Traffic WLAN Traffic

FTP HTTP

BIAS RR BIAS RR

FTP dB = 1 m 0.1805 0.1749 0.1912 0.1739

dB = 2 m 0.3753 0.4574 0.2444 0.2378

HTTP dB = 1 m 0.0840 0.0861 0.0836 0.0835

dB = 2 m 0.0945 0.1121 0.0963 0.0952

Table IX and X give the packet loss and the access delay respectively
for the WLAN FTP and HTTP profiles. Observe a significant reduction in
packet loss with BIAS for both WLAN applications, in which the packet
loss drops from 30% and 34% to 15% and 25% for the FTP and HTTP
application respectively. The access delay shown in Table X is consistent
with the packet loss results and shows slight improvements with BIAS. In
summary, the use of BIAS in a multi-Bluetooth and WLAN environment
leads to performance improvements for WLAN, while it has little benefits
on the Bluetooth performance.

5. Concluding Remarks

In this paper we propose a scheduling technique, BIAS, aimed at eliminat-
ing interference on WLAN and alleviating the impact of interference on the
Bluetooth performance. This work addresses the need to adjust to changes in
the environment, support asymmetric traffic in the upstream and downstream,
in addition to the use of different scheduling priorities.
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Table IX. WLAN Probability of Packet Loss for Exper-
iment 4

BT Traffic WLAN Traffic

FTP HTTP

BIAS RR BIAS RR

FTP 0.1534 0.303 0.2510 0.3481

HTTP 0.0192 0.0961 0.0721 0.1534

Table X. WLAN MAC Delay (seconds) for Experi-
ment 4

BT Traffic WLAN Traffic

FTP HTTP

BIAS RR BIAS RR

FTP 0.0017 0.0022 0.0010 0.0011

HTTP 0.0011 0.0018 0.0009 0.0012

The performance results obtained are summarized as follows. First, BIAS
eliminates packet loss even in the worst interference case when more than
3/4 of the spectrum are occupied by other devices. Delay is slightly increased
over the reference scenario (when no interference is present). This increase
varies between 1 to 5 ms on average. Furthermore, BIAS is able to rapidly
adjusts to changes in the channel. The channel estimation transient time can
be as low as 1.5 ms and 250 �s for DH5 and DH1 packets respectively. In
addition, BIAS supports QOS and maintains a low access delay for delay-
sensitive traffic such as video applications. Finally, we observe that the use of
BIAS is not as effective to mitigate interference caused by other Bluetooth pi-
conets. In this case, we note no improvements in access delay and packet loss
results, which are comparable to results obtained with Round Robin (RR).

An immediate next step for our work consists of developing a channel
estimation procedure that is able to differentiate between different types of
interference, namely, WLAN and Bluetooth interference. Our preliminary
results indicate that this may be helpful in a multi-Bluetooth and WLAN
environment.
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Table XI. BIAS Pseudocode

1: Every N Slots

2: estimate channel();

3: compute credits();

4: Every Even TSf // Master Transmission Slot

5: if TSf + ldn is clear // Master can receive in next slot

6: f

7: A
f

data = fset of high priority slaves s.t. (( f ”good”) and ( qsize > 0) and (cdn > 0) g

8: A
f

poll = fset of high priority slaves s.t. (( f ”good”) and (cup > 0)) g

9: B
f

data = fset of low priority slaves s.t. ((f ”good”) and (qsize > 0)) g

10: B
f

poll = fset of low priority slaves s.t. ((f ”good”) and (cup � cdn > 0)) g

11: // Service high priority slaves first

12: if (Af

data 6= ;) // transmit data packets

13: f

14: i = max
A
f

data

( wi
up � wi

dn ) // Select device i with the largest weight

15: transmit data packet of size ldn to slave i

16: cidn;up = cidn;up � lidn;up; //decrement credit counter

17: wi
dn;up = (1� ui)� cidn;up; // update weights

18: g

19: else if (Af

poll 6= ; ) // transmit polls

20: f

21: i = max
A
f

poll

( wi
up ) // Select device i with the largest weight

22: transmit poll to slave i

23: ciup = ciup � liup; //decrement credit counter

24: wi
up = (1� ui)� ciup; // update weights

25: g

26: // Then service low priority slaves

27: else if (Bf

data 6= ;)

28: f

29: i = max
B
f

data

( wi
up � wi

dn ) // Select device i with the largest weight

30: transmit data packet of size ldn to slave i

31: if (cidn > 0) cidn = cidn � lidn; //decrement credit counter

32: else ciup = ciup � lidn; //decrement credit counter

33: wi
dn;up = (1� ui)� cidn;up; // update weights

34: g

35: else if (Bf

poll 6= ; ) // transmit polls

36: f

37: i = max
B
f

poll

( wi
up ) // Select device i with the largest weight

38: transmit poll to slave i

39: if (cup > 0) ciup = ciup � liup; //decrement credit counter

40: else cidn = cidn � liup; //decrement credit counter

41: wi
dn;up = (1� ui)� cidn;up; // update weights

42: g

43: g
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