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Abstract

Precise acoustic emission (AE) signal arrival times of the fundamental Lamb modes can be

obtained from the arrival time of the peak wavelet transform (WT) magnitude at a particular fre-

quency of interest. Since these arrival times are not determined from a fixed threshold, they are

not affected by dispersion, attenuation and source amplitude. They also correspond to a single

group velocity and lead to source location results more accurate than those obtained by tradi-

tional AE location calculations based on threshold-based arrival times. In this research, noise-

free finite-element modeled (FEM) AE signals were combined with experimental wideband

electronic noise to form noisy signals. Since the noise-free signal was available, the changes in

the WT-based arrival times from noise-free to noise-altered signals could be quantitatively

evaluated. Several signal-to-noise (S/N) ratios were examined in a statistical fashion for three

important types of AE sources at three propagation distances and at different radiation angles.

The arrival times determined by WTs were obtained for the two different frequency-mode com-

binations (A0 at 60 kHz and S0 at 522 kHz) that represent the most energetic portions of the sig-

nals in a large 4.7 mm thick aluminum plate. From the arrival times, statistical calculations of

linear source location were also studied to evaluate errors in location accuracy caused by noise.

Even at S/N ratios as low as 1 to 1, the location error was 2 % or less for a large majority of the

cases. The errors in arrival time were also examined using two alternative time-frequency analy-

sis approaches to obtain the arrival times. One algorithm (Choi-Williams) provided significantly

improved results for the noisy signals.

Keywords: Acoustic emission modeling, Finite element modeling, Source location, Wavelet

transform, Wideband acoustic emission.
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1. Introduction

Previous publications [1, 2] have demonstrated the use of wavelet transform (WT) results to

extract accurate acoustic emission (AE) signal arrival times in plate structures.  This technique

determines arrival times that are independent of threshold, source amplitude, attenuation based

on geometric spreading, radiation direction and signal dispersion based on propagation distance.

Further, the arrival times correspond to a single group velocity (Lamb waves) of an energetic

mode-frequency combination in the signal.  A wideband AE signal database for several buried-

dipole-type sources in a thin aluminum plate was used for these demonstrations.  This database

was a subset of a broader database that was generated using a validated finite element modeling
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code [3-5].  The level of numerical noise in the AE signals obtained from the code is less by ap-

proximately three orders of magnitude than the typical out-of-plane displacement signal levels

produced by the code.

Since real AE signals normally have significant electronic noise that is superimposed on the

AE source-based signal, the purpose of the research reported here was to determine the effects of

electronic (sensor/preamplifier-based) noise on the accuracy of WT-based arrival times.  The fi-

nite element model results are ideal for such a study since the noise-free signals are available.

This situation is not the case with experimental AE signals.  Further, with experimental signals

the exact location of the source is unknown, while for the finite-element signals the precise loca-

tions of the source and pseudo sensor(s) are known.

2. Finite Element Modeled AE Signal Database

The signal database used in the research reported here has been described in previous publi-

cations [1, 2, 6 and 7].  To provide a ready reference to key information, certain aspects are

summarized here.  The signals were generated by finite-element modeling (FEM) in an alumi-

num plate (1 m x 1 m x 4.7 mm).  The AE signals represent the out-of-plane top-surface dis-

placement as recorded by a perfect flat-with-frequency point-contact sensor.  The AE signals

were modeled for three in-plane propagation distances (60 mm, 120 mm and 180 mm from the

source epicenter) and seven in-plane radiation angles (0° [x-direction], 12°, 22.5°, 45°, 67.5°,

78°, and 90° [y-direction]).  All the FEM signals were numerically processed with a 40 kHz

(four-pole Butterworth) high-pass filter followed by resampling from 44.6 ns/point to 0.1

s/point.  The AE signals were based on a 1.5 s source rise time, and they were examined out to

150 s after the source operation time.  This procedure avoids the plate edge reflections, which

appear well after the direct signals.

Table 1 provides pertinent information on the buried dipole-type AE sources used for a de-

tailed examination of the effects of electronic sensor/preamplifier noise.  Initially the study fo-

cused on data at a propagation distance of 180 mm and a radiation direction of 0˚. The six FEM

cases described in the table were selected based upon the desire to include AE signal cases with

the following features.  First, an AE signal where its primary energy (as evaluated by a WT) was

in the low frequency region of the fundamental antisymmetric Lamb mode.  Second, a case

where the primary signal energy was in the high frequency portion of the fundamental symmetric

Lamb mode.  Third, a case where the primary-signal energy was approximately equally distrib-

uted between these two portions of the fundamental modes.  And fourth, additional cases so that

each of the three selected source types was represented at two source depths.  The source types

selected were an in-plane dipole (aligned in the 0º direction), a microcrack initiation (with the

primary dipole in the 0º direction), and a shear (without a moment) about the y-axis with the

shear directions at 45˚ to the x and z axes. Previous research [1, 7] had identified the primary WT

signal energy for this plate and these AE sources to be at the mode and key frequency combina-

tions of A0 at 60 kHz and S0 at 522 kHz.  Table 1 specifies the dominant mode and frequency

combination(s) for each case of source type and source depth.  The table also provides the rele-

vant average group velocities [1, 7] and the ratio of the WT peak magnitudes (for each case) of

the two mode and frequency combinations.
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Table 1  Description of the source cases examined. [1, 7]

Case

number

Source (depth in mm) WT-based

high intensity

mode(s) and

freq., kHz

Average

group

velocity,

mm/ s

Ratio of noise-free

WT peak magnitudes

(A0 at 60)/S0  at 522

and (reciprocal)

9034 Shear w/o moment (0.783) A0  at 60 2.5 5.6  (0.18)

9004 Micro-crack initiation (1.41) A0  at 60 2.5 4.1  (0.24)

2793 In-plane dipole (1.723) A0  at 60 2.5 1.3  (0.77)

9002 Micro-crack initiation

(2.037)

A0  at 60

S0  at 522

2.5

1.8

1  (1)

1  (1)

9030 Shear w/o moment (2.037) S0   at 522 1.8 0.41  (2.3)

2791 In-plane dipole (2.35) S0   at 522 1.8 No A0 mode

3. Wavelet Transform Information

The WT results were obtained using the AGU-Vallen Wavelet freeware [8], with the key pa-

rameter settings being: maximum frequency = 700 kHz; frequency resolution = 3 kHz and

wavelet size = 600 samples.   The Wavelet Time Range Setting for the number of samples (i.e.,

points) was 1500.  Thus, the signal was analyzed from the source operation time out to 150 s.

This allowed the full-direct-arrival signal to be transformed.  The software automatically deter-

mines the arrival times of the peak WT magnitude at selected frequencies (for a 3-kHz wide

band, starting at the selected frequencies of 60 and 522 kHz).  The resolution of the arrival times

was taken at 0.1 s to correspond to the time resolution of the resampled FEM-based signals.

The correspondence of the determined arrival times with the fundamental Lamb modes was fa-

cilitated by the software option that superimposed the group velocity curves on the WT results.

4. Description of Noise Signals and Creation of Modeled AE Signals plus Noise

To make the study of the effect of electronic noise as realistic as possible, the noise signals

were obtained from a wideband high sensitivity conical sensor developed at NIST-Boulder [9,

10]. The noise signals were recorded at a preamplifier gain of 55 dB with the sensor coupled

only to air and protected by soft foam from any airborne signals. A total of ten noise signals were

available. Each signal had been digitized by a 12-bit waveform recorder with a sampling interval

of 0.1 s per point, which corresponded to the resampled FEM signals. Each signal was about

16000 points in length, which resulted in the ten signals representing a total of about 16 ms of

noise. The typical crest factor of the signals was 4.2. A typical time domain and Fast Fourier

Transform (FFT) from one of these ten signals is shown in Fig. 1. The slightly smoothed FFT

was calculated after the signals had been numerically bandpass filtered (six-pole Butterworth)

from 40 kHz to 1.2 MHz. This filter was used to make all the noise signals more representative

of the frequency range of the FEM signals. After modifying the noise signal amplitudes (so they

were less than the FEM signal amplitudes) and changing the units to picometers, the signals were

examined to determine their consistency. First, the peak magnitudes for the 10 noise signals were

determined. The mean peak magnitude was found to be 0.63 pm with a dispersion of 10 % and a

range of 0.54 to 0.73 pm. Thus, the different noise signals were considered to be relatively uni-

form in their peak signal magnitudes.

Figure 2 shows the WT result of about an 800 s portion of a typical noise signal. Figure 3

demonstrates typical plots of the noise WT magnitude versus time at each of the two key
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Fig. 1  Time domain (a) and FFT (b) of a typical noise signal (after a gain of 55 dB) of 16384

points at 0.1 s/point.

frequencies. It is clear from this figure that the WT magnitude versus time varies over a wide

range for each of the two key frequencies. The figure also shows that the number of fluctuations

of the WT magnitudes increases with increasing frequency (likely a characteristic of the WT

used in this research). Further, the WT magnitude variations in Fig. 3 indicate that, when noise is

added to the FEM-generated AE signals, the WT peak magnitudes of the signal plus noise (S+N)

could experience noise-induced modifications. Since, for real-world AE signals, the amplitudes

of the WTs of the underlying noise signal at the times of mode arrivals would be a random and

unpredictable condition, a statistical study of noise effects on arrival times was necessary.

To form a suitable noise database for a statistical study, a total of 50 different noise seg-

ments, each nominally 160 s in length, was extracted (after the filtering and amplitude change,

as described above) from the modified database of ten noise signals. A S+N database was then

constructed for the selected FEM cases (source type and depth) of interest. For each case the

same 50 noise signals were added to the FEM-based (noise-free) AE signal to form a database of
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Fig. 2  Wavelet transform of a 819.2 s portion of a typical noise signal.  Color (maximum is

red) or contrast shows WT intensity

Fig. 3  Magnitude of wavelet transformation (a) at 522 kHz and (b) at 60 kHz versus time for a

typical 819.2 s noise signal.

50 S+N signals. Before adding the noise signals they were multiplied by a factor to obtain a cer-

tain S/N ratio. This S/N ratio was based on the peak amplitude of each noise-free FEM signal

and the mean peak amplitude (0.63 pm) representative of all the noise signals. The 50 S+N sig-

nals were called a “set” of S+N signals for a given FEM signal case. In order to be able to di-

rectly track the effects of different S/N ratios applied to the same FEM-based noise-free signals,
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Fig. 4  Typical examples of S+N signals for case 2793 at four different S/N ratios.

the same sequence of noise signals (multiplied by a different factor to create a different S/N ra-

tio) was added respectively to the noise-free signal to form each “set” of S+N signals. WTs of

the S+N signals were then carried out for each case for the different S/N ratios, and the appropri-

ate arrival times were obtained. Figure 4 shows examples of the S+N signals for case 2793 at

four different S/N ratios.

5. Effects of Electronic Noise on WT-Determined S+N Signal Arrival Times (at a propaga-

tion distance of 180 mm in the zero-degree radiation direction)

For each case (AE source type, source depth and S/N ratio), a total of 50 arrival times at the

mode and frequency combination(s) (shown in Table 1) was obtained from the WT results.  The

50 arrival times represent the effect of the random variation in the noise.  Table 2 shows a statis-

tical characterization of the arrival times as a function of the S/N ratio for one source type and

depth (case 2793; see Fig. 4).  The table provides the average arrival time, maximum time,

minimum time and sample standard deviation (SD), as well as the noise-free arrival time.  Even
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Table 2  Statistical characterization of 50 arrival times for the in-plane dipole source

(case 2793) as a function of the S/N ratio for 180 mm propagation distance and at 0˚ ra-

diation direction.

S/N Ratio Avg., s Max., s Min., s SD, s Noise-free time, s

1 to 2 81.2 113.7 73.6 8.2 78.2

1 to 1 77.4 80.7 73.8 1.6 78.2

2 to 1 77.9 78.8 75.6 0.8 78.2

4 to 1 78.2 78.4 77.7 0.1 78.2

Table 3  The average and standard deviation (50 samples) of the arrival times for all the

cases in Table 1 for 180 mm propagation distance at 0˚ radiation direction.

Case number and

frequency, kHz

Avg. arrival time

and SD, s with

S/N at 1 to 2

Avg. arrival time

and SD, s with

S/N at 1 to 1

Noise-free arrival

time, s

9034  (60) 77.4 (2.2)       77.5  (1.1) 77.9

9004  (60) 77.4 (1.9)       77.6  (1.0) 78.0

2793  (60) 81.2 (8.2) 77.4 (1.57) 78.2

9002  (60) 78.4 (13)       77.5  (1.9) 78.2

9002  (522) 87.7 (28) 98.1  (4.2) 98.2

9030  (522) 94.2 (15) 98.1 (1.63) 98.0

2791  (522) 92.6 (17) 98.7 (1.55) 98.0

at an S/N ratio of 1 to 1, the maximum and minimum times of 80.7 s and 73.8 s are not large

deviations from the noise-free value of 78.2 s.  To justify the conclusion that these maximum

and minimum times are not large, a threshold-based determination of possible arrival times was

made for the relevant noise-free signal.  Since the threshold method depends on the actual

threshold used, a range of thresholds was used (equivalent to varying AE source signal ampli-

tudes with a fixed threshold).  The range of arrival times determined was from 32.9 s to 75.2

s.  This range of 42.3 s is clearly much larger than the WT-based range of 6.3 s at the 1 to 1

S/N ratio.  We note again that the WT method is independent of threshold. Thus the threshold-

based method would likely lead to significant location errors compared to the WT approach.

Table 3 shows the average and sample standard deviations (SDs) of the arrival times for all

the cases (listed in Table 1) at two S/N ratios (1 to 2 and 1 to 1). The results at two additional

S/N ratios (2 to 1 and 4 to 1) were nearly identical to the noise-free values as is illustrated for one

case in Table 2. Thus those results are not shown here. Compared to the noise-free arrival times,

the average values are quite close to the noise-free values, even at an S/N ratio of 1 to 2.

6. Discussion of Above Results

In subsequent discussions, the evaluation of the magnitude of noise-based arrival time errors

was based on comparisons of the sample SDs. The decision to use this measure arose from the

observation that smaller SDs indicated that the arrival times were tightly grouped around the

mean values. As Table 3 shows, the mean values at an S/N ratio of 1 to 1 were all very near the

noise-free arrival times. We assert that the smaller the SDs, the smaller the range of noise-

induced arrival time errors and the smaller the subsequent location errors.



8

Examination of the results in Table 3 leads to the interesting observation that the SDs are the

largest for case 9002 for each of the two key frequencies and for each S/N ratio.  As can be seen

in Table 1, the FEM-based noise-free signal for this case exhibited significant energy (in the WT

magnitude results) at both key frequency and mode combinations.  This observation implies that

when the noise-free AE signal energy is significant in more than one mode, then errors in WT-

based arrival times will be greater than when the signal energy is predominantly in a portion of a

single mode.  This conclusion is consistent with the fact that when the FEM displacement signal

amplitude is determined by two modes, the WT peaks from those individual modes will be

smaller relative to the WT magnitudes of the noise as compared to the case where the FEM sig-

nal is significantly dominated by a single frequency/mode. This conclusion is also consistent

with the fact that the S/N ratio was related to the time domain, while the WT-based results come

from a time and frequency domain.

An important question relates as to whether the type of source changes the accuracy of WT-

based arrival times when noisy signals are examined. If the information in the last column in Ta-

ble 1 is considered in relation to the SDs of the arrival times (see Table 3) at an S/N ratio of 1 to

1, there is a correlation. In particular, the greater the dominance of the noise-free peak WT mag-

nitude of the dominant frequency/mode combination, the smaller the SDs. The converse applies

the smaller the dominance. As with case 9002 above, this result is related to the fact that the S/N

ratio is from the time domain, and the arrival times are from the frequency/time domain. Hence

at a certain S/N ratio, strong single-mode dominance means that a greater proportion of the WT

magnitude comes from the source-based signal relative to the WT magnitude contribution from

the noise. The WT contribution from the noise does not depend on the source type, while that

from the source-based signal can be from one or two modes. Thus, it is not the source type, but

the magnitude of the modal dominance in the displacement signal, that is significant. Previously

published work [2, 6] has shown that the modal dominance is directly related to the depth of the

point source below the plate surface, and that the source type typically has only a minor effect on

the relative magnitudes of the modes generated.

When the frequency dependence of the results in Table 3 was examined at the S/N ratio of 1

to 2, it is found that the SDs were the largest for the cases where the 522 kHz/S0 mode domi-

nates. This conclusion was not surprising considering the typical FFT spectrum of the noise

demonstrated in Fig. 2. The figure shows a region of higher noise near this frequency. To quan-

tify the WT magnitude difference of noise between the two frequency bands (3 kHz wide) the 50

noise signals were studied. The WT peak magnitudes at both 60 and 522 kHz were obtained over

a signal length of 150 s. The average (for 50 samples) WT peak values at each frequency were

obtained and their ratio was found. The average 522 kHz WT peak magnitude was found to be

1.6 times the average for the 60 kHz WT peak. This result implies that the peak regions of the

noise spectrum can be used to predict the frequencies where the noise will likely result in the

largest errors in WT-determined arrival times.

7. Effects of Radiation Angle (at a propagation distance of 180 mm)

To specifically examine the effects of radiation angle on the accuracy of WT-based arrival

times for signals with noise, it was decided to ignore changes in signal amplitudes as the radia-

tion angle changed from zero to 90 degrees. Thus the S/N ratios (for this examination) were cal-

culated based on the signal peak amplitude in the specific radiation direction under considera-

tion. Hence, the arrival time errors at radiation angles other than zero could be directly compared
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at the same S/N ratio with the results for the zero-degree radiation direction. Only three cases

were chosen to examine the effects of radiation angle. This decision was based on the fact that in

the previous section all the trends were apparent within the results for cases 9002, 9004 and 9030

(selected from Table 1).

In review, case 9002 provided a case where both frequency and mode combinations were

significant. And cases 9004 and 9030 provided examples where the 60 kHz/A0 and 522 kHz/S0

combinations respectively had a strong dominance. The S/N ratio considered was limited to 1 to

1 since in the above section the major trends were apparent at this ratio. In addition, to compare

with the above section results, the propagation distance was limited to 180 mm.

Table 4  The standard deviation (50 samples) of the arrival times at two different angles

for 180 mm propagation distance and an S/N ratio of 1 to 1.

Case number

and (fre-

quency,

kHz)

SD, s

at zero

deg.

Ratio: noise-

free WT peak

at indicated

freq./alt. freq.

value at 0˚

SD,

s at

45˚

Ratio:

noise-free

WT peak at

indicated

freq./alt.

freq. value

at 45˚

SD, s

at 67.5˚

Ratio: noise-

free WT peak

at indicated

freq./alt. freq.

value at 67.5˚

9004  (60) 0.99 4.1 ------ ------ 0.96 33

9002  (60) 1.9 1.01 1.3 1.5 ------ ------

9002  (522) 4.2 0.99 12 0.68 ------ ------

9030  (522) 1.6 2.3 ------ ------ 1.7 3.2

Table 4 shows the arrival time sample SD results at angles greater than 0˚ for 50 samples at

an S/N ratio of 1 to 1 along with the results at the 0˚ angle to allow a direct comparison. The re-

sults indicate that the SD at the larger angle is about the same as the value at the zero-degree ra-

diation angle when a strong dominance of one mode and frequency combination is present. But

in case 9002, where both combinations had significant magnitudes, the SD results differed at the

larger angle compared to those at the 0˚ angle. In particular the arrival time errors had a higher

SD at 45˚ compared to the SD at 0˚ for the 522 kHz/S0 mode, while the arrival time errors had a

lower SD at 45˚ for the 60 kHz/A0 mode compared to the 0˚ direction. This observation is con-

sistent with the discussion in the previous section about the effect of the level of dominance of

the frequency/mode combinations. When the noise-free WT peak magnitude ratio of 60 kHz/A0

over 522 kHz/S0 was calculated, the ratio at 0˚ was 1, and at 45˚ it was 1.5 (see Table 4). Thus,

due to the source radiation characteristics, the 60 kHz/A0 mode content of the signal increases at

the larger radiation angle, while the 522 kHz/S0 mode content decreases. Hence the noise has a

smaller effect on the arrival error results for the 60 kHz/A0 mode, and the converse applies for

the 522 kHz/S0 mode at the larger radiation angle. These results indicate that, as a general con-

clusion, the dependence (at a certain S/N ratio) of arrival time errors on radiation angle will

again depend on the level of dominance of the dominant frequency and mode combination as the

radiation angle varies.

8. Effects of Propagation Distance (in the zero-degree radiation direction)

Since it is well known that the amplitude of AE signals falls off with increasing propagation

distance, the same philosophy used for the radiation angle study was used in the examination of



10

the effect of propagation distance. Namely, the noise levels were adjusted such that at each

propagation distance the actual S/N ratio was the same. Hence, direct comparisons at the same

S/N ratio could be made at the different distances. For all of the cases in Table 1 the arrival times

at the 60 and 120 mm propagation distances (0˚ radiation direction) were determined from the

WT-based technique at two S/N ratios: 1 to 2 and 1 to 1. As before, it is most insightful to make

comparisons using the SDs of the arrival times that were determined for the 50 trials for each

case. Table 5 shows the SDs for an S/N ratio of 1 to 1 at these two distances along with the pre-

viously documented results from 180 mm (Table 3).

Table 5  The standard deviation (50 samples) of the arrival times at three different propa-

gation distances for the 0˚ propagation direction and S/N of 1 to 1.

Case number and

(frequency, kHz)

SD, s at 60 mm

and rank* ( )

SD, s at 120 mm

and rank* ( )

SD, s at 180 mm

and rank* ( )

9034 (60) 1.5    (4) 1.0    (2) 1.1    (2)

9004 (60) 1.6    (5) 0.74  (1) 0.99  (1)

2793 (60) 3.0    (6) 1.51  (5) 1.57  (4)

9002 (60) 5.8    (7) 5.3    (7) 1.9    (6)

9002 (522) 1.3    (3) 3.0    (6) 4.2    (7)

9030 (522) 0.84  (1) 1.45  (4) 1.63  (5)

2791 (522) 0.97  (2) 1.2    (3) 1.55  (3)

*Lowest S/N is rank (1)

Table 6  Ratios of noise-free WT peak magnitudes (dominant magnitude in the numerator) at

the two key frequencies as a function of propagation distance in 0˚ direction.

Case number At 60 mm, domi-

nant frequency

(kHz) shown

At 120 mm, domi-

nant frequency

(kHz) shown

At 180 mm, domi-

nant frequency (kHz)

shown

9034 4.3      (60) 5.0      (60) 5.6     (60)

9004 3.1      (60) 3.4      (60) 4.1     (60)

2793 1.0     (522) 1.2      (60) 1.3     (60)

9002 1.3     (522) 1.1     (522) 1.0     (60)

9030 3.0     (522) 2.5     (522) 2.4    (522)

2791 N.A.*(522) N.A.*(522) N.A.*(522)

* No A0 mode present

To facilitate the discussion of the effects of propagation distance on the SDs, the results in

Table 5 at each distance have been numerically ranked from the best (1) with the lowest SD to

the worst (7) with the largest SD. In order to try to “break” ties, extra decimal places have been

shown in some cases. Clearly the order changes at the 1 to 1 S/N ratio as the propagation dis-

tance changes. Some general trends in Table 5 can be associated with the relative level of domi-

nance of the modes. Table 6 shows how the ratios of the two WT peak magnitudes of the noise-

free signals varied for the different source cases and propagation distances along the 0º direction.

When the 60 kHz/A0 mode dominates, the ratio is (60 kHz/A0 mode magnitude)/(522 kHz/S0

mode magnitude). For each case, the changes in the ratios only show the effect of the propaga-

tion distance. Table 6 clearly shows the relative peak WT magnitudes for the 522 kHz/S0 mode

fall off with increasing propagation distance (Cases 9002 and 9034). In contrast, Cases 9034 and

9004 show the relative 60 kHz/A0 mode peak WT magnitudes increasing with distance. A pro-

posed cause for this effect will be discussed in the next section.
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Based on the results in Table 6, we note that the ranking in Table 5 (at a certain propagation

distance) of the best to worst SD for each frequency and mode generally correlates with the

amount of relative dominance of that frequency/mode regardless of the propagation distance. For

example at 60 mm, the best SD for case 9034 has a strong dominance for the 60 kHz/A0 mode

(4.3, see Table 6), and the worst SD for case 9002 is actually dominated by the 522 kHz/S0 mode

(1.3, see Table 6). Table 6 also provides a reason for the SD ranking (in Table 5) changing with

the propagation distance. The increase in 60 kHz/A0 mode dominance (see Table 6) with in-

creasing distance correlates with the observation that at the larger propagation distances the 60

kHz/A0 mode generally has the best SDs, except for one case (we ignore case 9002 since both

modes have about the same peak magnitude). The results for case (2791) rank as one of the best

at all the propagation distances due to the fact that the dominance of the 522 kHz/S0 mode is very

strong since there is no A0 mode for this midplane source.

A question arises, why are the 522 kHz/S0 mode results the best at the 60 mm distance even

though there are two 60 kHz/A0 cases (9034 and 9004) with strong dominance?  The answer to

this question is likely due to the “spreading in time” of the WT results at lower frequencies. The

“spreading in time” terminology refers to the signal at a specific time contributing to the WT

magnitudes over a range in time about that specific time. This characteristic at lower frequencies

is illustrated in Fig. 5. In this figure the input signal to the WT is a Dirac delta function. Thus we

suggest the 60 kHz/A0 mode WT peak magnitude arrival time has larger errors since the WT

peak magnitude in that case reflects a wider time-range of the noise signal (see Fig. 5).  In con-

trast, the 522 kHz/S0 mode WT magnitude does not have the same range of arrival time errors

because the WT peak magnitude at that frequency does not result from as wide a time range of

the noise signal. At the longer propagation distances, the drop in the dominance of the 522

kHz/S0 mode is evidently sufficient to allow the higher magnitude noise in the region of 522 kHz

(see Fig. 2) to increase the SDs. This results in the 60 kHz/A0 mode SDs being generally the

lowest at the longer distances.

9. Relative Fall-off of the 522 kHz/S0 Mode with Increased Propagation Distance

The 522 kHz/S0 mode falls-off at a faster rate than the 60 kHz/A0 mode with increasing

propagation distance as is shown in Table 6. Since the finite element modeling results did not

incorporate the available frequency-based attenuation with propagation distance, the source of

this frequency/mode fall-off is of interest. Since the frequency band is only 3 kHz wide in the

WT computation, there should not be much dispersion with increasing propagation distance. To

check this assumption, the profile of the WT magnitude (at each of the two frequencies) as a

function of time was plotted for one of the cases (case 9002, noise-free signal) at the three

propagation distances. The normalized results in Fig. 6 show some potential dispersion for the

522 kHz/S0 mode. For example, at 60 % of the peak magnitude of the 522 kHz profile (in the

largest magnitude peak region) the width of the profile increases by 50 % as the propagation

distance increases from 60 mm to 180 mm. On the other hand, the change of width over those

propagation distances at this level was not perceptible for the 60 kHz mode. It is suspected that

this fall-off can be attributed to the following observations. In the 522 kHz region of the S0

mode, the group velocity curve makes nearly a “U-turn” (see Fig. 1 in reference 1) in the group

velocity direction over a limited range of frequency change. Thus a range of frequencies in this

region have about the same group velocity. This feature, in combination with the characteristic of

the WT described next, likely causes this attenuation.
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Fig. 5  WT result with input signal of a Dirac delta function (amplitude in mV) as shown in the

upper time domain. Vertical frequency scale of WT result (lower part of figure) from 0 to 1 MHz

and time scale of both plots 0 to 51.2 s. Color or contrast shows the WT magnitude.

Figure 7 shows that the WT used in this research has the characteristic of its magnitude

“spreading in frequency” at higher frequencies. This “spreading in frequency” means that the

signal at a specific frequency contributes to the WT magnitudes over a range of frequencies

about the specific frequency. This effect does not appear in Fig. 7 at lower frequencies. The WT

shown in Fig. 7 was created from a time-domain signal that was made up of a sinusoidal signal

that has a change in frequency from 60 kHz to 522 kHz, as is shown in the top portion of the fig-

ure. The two sinusoidal portions of the time-domain signal had equal amplitudes, yet the WT re-

sult has significantly lower peak magnitude (only about 36 % of the 60 kHz value), with obvious

“spreading in frequency” for the sinusoidal portion of the signal at the single frequency of 522

kHz. Thus it seems likely that the combination of the “spread in frequency” and the “U-turn” re-

sults in the “attenuation” of the 522 kHz/S0 WT peak magnitude with increasing propagation

distance. Thus the supposed dispersion-based “attenuation” is really related to the characteristics

of the WT used in this research in combination with the shape of the group velocity curves in a

particular region.

10. Location Errors versus S/N Ratio

The statistical properties discussed above do not directly address the important issue raised

by the potential for noise to alter WT-based signal arrival times.  The central issue concerns the

effect of arrival time errors on the accuracy of the calculated AE source location.  To address this

question, a decision was made to focus on linear location.  This choice was based on a desire to
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Fig. 6(a) Profile of WT magnitude at 60 kHz versus time and (b) profile of WT magnitude at 522

kHz versus time, both for case 9004.

remove any dependence of the location error-analysis results on the particular computational

scheme used for two-dimensional location calculations.  Figure 8 shows a schematic of the linear

location geometry and the notation used in this paper.  Straightforward manipulation of the gov-

erning equations leads to the following:

d1 = 0.5 [d – cg (t2 - t1 )], (1)

d2 = 0.5 [d + cg (t2 – t1 )], (2)

d =  d1 +  d2,  (3)
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Fig. 7  Signal and WT of the signal. Signal is 60 kHz sine wave followed by 522 kHz sine wave

of same amplitude. WT maximum magnitudes of 32,937 and 11,970 for 60 kHz, and 522 kHz

portions of WT.

Fig. 8  Geometry for linear location equations.

where cg  is the appropriate group velocity, d is the sensor spacing,  d1  is the distance from the

first hit sensor to the source location, and d2  is the distance from the second hit sensor.  The val-

ues t1 and t2 are the respective arrival times.  To allow the analysis to focus directly on arrival

time errors due to the addition of noise, it was decided to consider geometry where the source

was equally spaced between the two sensors. With this approach, when two different S+N sig-

nals (associated with the same noise-free case) are used to calculate a location, the location error

will be directly due to noise-altered arrival times.  When noise is present, equations (1) and (2)

can be rewritten (with italics to denote the values when noise is present) as:

d1 = 0.5 [d - cg (± e)], (4)

d2 = 0.5 [d + cg (± e)], (5)

where e = |t1 – t2| > 0 is the arrival time-difference error. On an absolute value basis the percent

location errors in d1 and d2 values are equal, and this error is given by

percent error = [(cg · e) / d] x 100 %. (6)

To form databases of time differences for each case (source type, depth and S/N ratio) the 50

arrival times obtained from each “set” were used in the following fashion.  The absolute value

differences of the first arrival time and each of the subsequent 49 values was determined.
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Fig. 9  Fraction (%) of the 1225 calculated locations with an error of 2 % or less as a function of

the S/N ratio for all cases (source type and depth).

      

Fig. 10  Maximum location error (%) for the 1225 calculated locations for all cases as a function

of the S/N ratio (Note that the dip in the curves between S/N ratios of 1 to 2 is an artifact of the

plotting routine).
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Then the absolute value differences of the second arrival time and each of the subsequent 48 val-

ues were determined.  This process was continued in a similar fashion so that a total of 1225 ar-

rival time differences were obtained for each case.  These differences correspond to the e values

in equation (6).  By use of equation (6), the location errors were determined for each of the 1225

arrival time differences.  Figure 9 shows as a function of the S/N ratio, the percentage of the

1225 trials for each case when the location error was 2 % or less based upon the sensor spacing

(360 mm) for a nominal propagation distance of 180 mm in the zero-degree direction.  In addi-

tion, Fig. 10 illustrates the maximum location error found in the 1225 trials for each case as a

function of the S/N ratios.

The data illustrated in Fig. 9 demonstrates that even with an S/N ratio of 1 to 1, at least 73 %

of the 1225 location calculations for each case resulted in a location error that was 2 % or less.

Further, Fig. 10 shows the maximum location error for the 1225 location calculations for each

case was 13 % or less.  To appreciate these results, it should be pointed out that a typical fixed-

threshold AE system would not even trigger on any of these signals because the required low

threshold would trigger on multiple noise spikes. Hence, the technique used here could be of

value for an AE acquisition system that records continuously.

At a 2 to 1 S/N ratio, Fig. 9 shows that at least 99 % of the 1225 location calculations for

each case would have location errors of 2 % or less.  Figure 10 also shows the maximum location

errors would be 2.4 % or less.  With an S/N ratio of 2 to 1, a fixed-threshold AE system would

likely trigger on real AE signals instead of noise spikes.  And for a source equidistant between

the sensors, the location errors would not be great.  The reason is that the factors of geometric

attenuation, dispersion, and variations in source amplitude would be the same for the signal at

both sensors.  But for a fixed-threshold system, when the source is not equidistant from all the

sensors, the above three factors would typically result in relatively large location errors com-

pared to the 2 % location error limit used in this research.  On the other hand, the WT-based de-

termination of arrival times would not be affected by the above three factors.

11. Discussion of Location Error Results at a 180-mm Propagation Distance

To better appreciate just how good the above location results are the following facts must be

considered. The noise level was taken at the average peak value of the original set of ten noise

signals. If it had been set at the peak value (0.73 pm) of the ten signals, then the S/N ratios of 1

to 1 and 2 to 1 would have been 0.86 to 1 and 1.73 to 1. Even these S/N ratios are conservative

values from the view of a typical AE experimentalist, since the peak was that for only about 16

ms of noise signal data.

The analysis presented in equations (1) through (6) predicts that the error in the location

should depend linearly on the group velocity, cg. Clearly Figs. 9 and 10 do not support that con-

clusion. The lower group velocity of 1.8 mm/ s for 522 kHz/S0 does not give the expected better

results. This lack of dependence on cg is likely due to the previously discussed high noise-signal

energy in the region of the 522 kHz frequency. This higher noise was evidently sufficient to

overcome the expected dependence on cg.

For further discussion of the location results, it makes the most sense to focus on the fraction

of the 1225 trials that resulted in location errors of 2 % or less.  The reason for this focus is that

these results represent the average results over many trials.  In contrast, the results of the
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maximum location error represent only the worst case out of the 1225 trials for each source case

and S/N ratio.

With this focus, we can examine in more detail the cases that give the best and worst results

for the fraction of trials with location errors of 2 % or less. In each case it will be shown that the

same facts apply that explained the general trends of the ordering of the results by SDs of the ar-

rival times for these cases. Hence these discussions will not be as detailed as they were in the

discussions of arrival times.

If the order of the best (highest fraction with small location errors) to worst results in Fig. 9

(at 0˚, 180 mm and S/N ratios of 1 to 2 and 1 to 1) is examined, the best results are for the cases

with a strong dominance of the 60 kHz/A0 mode (9004 and 9034) trailed by the results for the

strong dominance of the 522 kHz/S0 mode (2791 and 9030). The reasons for the cases with

strong single mode dominance being best were already described in the discussion of arrival time

results. In addition this ordering of the results relates to the “attenuation”, as discussed previ-

ously, of the 522 kHz/S0 mode with propagation distance. This attenuation increases the domi-

nance of the 60 kHz/A0 mode at a propagation distance of 180 mm. The worst location error re-

sults are for the cases (9002 and 2793) where both frequency/mode combinations are significant

in the noise-free signals. In these cases, as previously described, neither mode overpowers the

noise. The case (2791), which has a strong dominance of the 522 kHz/S0 mode, is not among the

best due to the extra noise in the vicinity of that frequency.

12. Location Error Effects of Propagation Distance and Radiation Angle

To examine the effect of propagation distance on source location errors, one must consider

Fig. 11. This figure shows the fraction of trials with errors in location less than or equal to 2 % at

the propagation distances of 60, 120, and 180 mm for S/N ratios of 1 to 1 and 2 to 1. The first

observation is that the percentage of the 1225 trials with small location errors increases with in-

creasing propagation distance. This result is not unexpected since the calculation of the location

error has the sensor spacing in the denominator. Thus, with similar SDs of the arrival times at the

different distances, the larger denominator will result in a smaller fractional error at the longer

distances.

The second observation is that the ranking of best to worst location accuracy changes with

propagation distance. These changes follow the same pattern that was observed for the depend-

ence of the arrival time errors on propagation distance. The general explanation of this behavior

follows exactly the previous explanation given for the ranking in arrival time errors. These fac-

tors are the greater “attenuation” of the 522 kHz/S0 mode as compared to the 60 kHz/A0 mode

with increasing propagation distance; the characteristic of the noise signal having increased noise

in the vicinity of the 522 kHz frequency; and the “spreading in time” of the WT magnitudes at

low frequencies versus higher frequencies.

Table 7 shows the location errors for the three cases used for the study of the effects of the

radiation direction on arrival times at the S/N ratio of 1 to 1. If the order of the best (highest per-

centage of trials with a location error of 2 % or less) to worst location errors are examined, then

the results for cases 9004 and 9030 show little change with the change in radiation angle since

the primary frequency/mode combination has a strong dominance at both angles (see Table 7).

As before, however, for arrival time errors for case 9002, the rankings of location error accuracy

change with the changes in the radiation angle. The change is due to the radiation pattern of the
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Fig. 11  Fraction of the 1225 calculated locations with an error of 2 % or less at S/N ratios of 1 to

1 and 2 to 1 for all cases (source type and depth) at propagation distances of (a) 60 mm, (b) 120

mm and (c) 180 mm.
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two modes not being the same and both modes being significant in the signal. The result is that

9002 (60 kHz/A0) has a higher fraction with low location error at 45˚, since that mode becomes

more dominant at 45˚ versus 0˚. And the opposite is the case for 9002 (522 kHz/S0), since the

effect of the radiation pattern reduces the dominance of that mode at 45˚ versus 0˚.

Table 7  The percentage of the 1225 time differences with a location error  2 % at two

different radiation angles for 180 mm propagation distance and an S/N ratio of 1 to 1.

Case number

and

(frequency,

kHz)

% of

trials

with

location

error  2

% at 0˚.

Ratio: noise-

free WT

peak at

indicated

freq./alt.

freq. value at

zero deg.

% of trials

with loca-

tion error

 2 % at

45˚

Ratio:

noise-free

WT peak

at indi-

cated

freq./alt.

freq. value

at 0˚.

% of trials

with loca-

tion error

 2 % at

67.5˚

Ratio:

noise-free

WT peak

at indi-

cated

freq./alt.

freq. value

at 67.5˚.

9004  (60) 97 4.1 ------ -------- 97 33

9002  (60) 73 1.01 91 1.5 ------ ------

9002  (522) 83 0.99 62 0.68 ------ ------

9030  (522) 91 2.3 ------ ------ 91 3.2

13. Alternate Joint Time-Frequency Analysis Algorithms

Since time-frequency analysis results can be dependent on the particular algorithm used [see

reference 11 for a discussion of various techniques], this research also examined the errors in

mode arrival times determined when noise is present by the use of alternate (relative to the WT)

joint time-frequency analysis algorithms. We choose to use the Adaptive Spectrogram and the

Choi-Williams Distribution (spectrogram) in their LabVIEW
TM

 implementations and compared

their results with those obtained from the WT. The joint time-frequency analysis (JTFA) algo-

rithms provide the instantaneous power spectrum over time [12]. A number of these JTFA algo-

rithms were available. After using these on some of the FEM-based signals, it was decided to

focus on two of them. These were the Easy Adaptive Spectrogram (ADS) and the Easy Choi-

Williams Distribution (CWD). The results from either of these can be displayed in a plot of fre-

quency versus time with the colors representing the intensity of the signal energy at the time and

frequency values. Figure 12 shows for case 9002 that the JTFA results are qualitatively very

similar to the WT results.

In this research both the ADS and CWD results were calculated so as to maintain the 0.1 s

resolution of the original time-domain signals. The frequency resolution could be selected based

only on powers of two applied over the range of zero to 5 MHz (based presumably on the Ny-

quist frequency for the time-domain signals). This led to the choice of a frequency resolution of

either 1.22 kHz or 2.44 kHz. To be as consistent as possible with the WT nominal resolution of 3

kHz, the 2.44 kHz resolution was chosen. The ADS results were calculated with the “no-zoom”

implementation, the number of terms parameter set at two and the mode parameter selection of

“chirplet”. In all other aspects the Easy ADS and CWD implementations were used with the de-

fault settings. Also one other selection was made, namely the intensity of the JTFA results was

multiplied by 10
26

 to be able to obtain intensity results with larger numbers. These larger num-

bers were more convenient to use.
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Fig. 12  Spectrograms of WT (a), CWD (b) and ADS (c) for case 9002. Scaling of 0 to 700 kHz

vertical and 0 to 150 s horizontal. Note that non-linear amplitude (color or contrast) scales were

used in (b) and (c) to better show the two modes.

(a)

(b)

(c)

(a)

(b)

(c)
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14. Comparison of Results with the JTFA and the WT for Noise-free Signals

To create a comparison of the WT with the two selected JTFA spectrograms, the noise-free

signals were used for three key cases (9004, 9002 and 9030) in Table 1. The arrival times of the

peak magnitudes of the JTFA frequency bands nearest the 60 and 522 kHz values were deter-

mined for the dominant frequency/mode in each case for the 0˚ radiation direction and a propa-

gation distance of 180 mm. The nominal frequency bands over which the peak spectrogram

magnitudes were determined were (a) WT at 60 to 63 kHz and 522 to 525 kHz and (b) ADS and

CWD at 61 to 63.5 kHz and 522.5 to 524.9 kHz. Table 8 shows the results for the noise-free sig-

nals compared to the previously determined WT results. As can be seen from the table, the arri-

val time results are very similar. Thus the peak magnitudes of the key frequencies in the JTFA

spectrograms do in fact correspond to the Lamb mode arrivals as was seen for the WT. The table

also shows the level of dominance of the primary frequency/mode as determined by the peak

magnitude ratios for each case. It is of interest to note that the levels of dominance were gener-

ally considerably higher for the CWD and ADS than for the WT.

Table 8  Comparison of noise-free arrival times and relative dominance of the modes for

the wavelet transform (WT), Choi-Williams (CWD) distribution and Adaptive (ADS)

spectrogram at a propagation distance of 180 mm and direction of 0˚.

Case num-

ber and

(frequency,

kHz) of ar-

rival time

WT

noise-

free ar-

rival

time, s

Ratio:

noise-free

WT domi-

nant peak

/alt. mode

value

CWD

noise-

free ar-

rival

time, s

Ratio:

noise-free

CWD

dominant

peak /alt.

mode value

ADS

noise-

free ar-

rival

time, s

Ratio:

noise-free

ADS domi-

nant peak

/alt. mode

value

9004  (60) 78.0 4.1 (60)* 77.3 14 (60)* 75.6 13 (60)*

9002  (60) 78.2 1 (60)* 77.2 1.1 (522)* 75.3 1.3 (522)*

9002  (522) 98.2 1 (60)* 100.0 1.1 (522)* 99.1 1.3 (522)*

9030  (522) 98.0 2.3 (522)* 99.8 6.2 (522)* 99.2 7.8 (522)*

* Most dominant frequency in kHz

15. Comparison of Arrival Time Results with the JTFAs and the WT

To compare the different spectrogram approaches when noise was present, the three cases

from the previous section at a propagation distance of 180 mm and the zero-degree propagation

direction were used. As before, case 9004 was used since it has a strong dominance of the 60

kHz/A0 mode. Case 2791 was used since it has a strong dominance of the 522 kHz/S0 mode. And

case 9002 was used since both of the above modes have a significant presence. As was done with

the WT, the arrival times were calculated for 50 S+N signals of each of the three cases. Table 9

shows the average arrival times and sample SDs of the peak magnitude determined arrival times

for each of the cases at S/N ratios of 1 to 2 and 1 to 1. It should also be recalled that Table 8

shows the level of dominance of the peak mode for each case of the noise-noise signals.

As before, the focus of the relative performance of the different approaches was based on the

SDs. Clearly the CWD approach resulted in the lowest SDs followed by the WT and trailed by

the ADS. The better performance of the CWD was especially apparent for the S/N ratio of 1 to 2

for cases 9002 and 9030, where the SD with the CWD was substantially lower than that for the
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Table 9  Comparison of average arrival times and their SDs (from 50 samples) at S/N ra-

tios of 1 to 2 and 1 to 1 for the Wavelet transform, Choi-Williams distribution and Adap-

tive spectrogram at a propagation distance of 180 mm and direction of 0˚.

Case num-

ber and (fre-

quency*,

kHz)

WT 1 to 2,

Average

and (SD),

s

CWD 1 to

2, Average

and (SD),

s

ADS 1 to

2, Average

and (SD),

s

WT 1 to

1, Aver-

age and

(SD), s

CWD 1 to

1, Average

and (SD),

s

ADS 1 to

1, Aver-

age and

(SD), s

9004  (60) 77.4 (1.9) 77.4 (1.7) 74.1 (8.1) 77.6 (1) 77.4 (0.72) 74 (6.1)

9002  (60) 78.4 (13) 80.5 (8.8) 60.5 (36) 77.5 (1.9) 77.5 (1.6) 74.9 (20)

9002  (522) 87.7 (28) 92.7 (18.7) 82 (37) 98.1 (4.2) 100 (1.5) 95.5 (13)

9030  (522) 94.2 (15) 100.4 (9) 84.7 (32) 98.1 (1.6) 99.3 (1.4) 99 (1.2)

* Most dominant frequency except for 9002 where both frequencies are significant.

WT. For example, for case 9002 for the 60 kHz/A0 mode the SD dropped from 13 s with the

WT to 8.8 s with the CWD, and for the 522 kH/S0 mode the drop was from 28 s to 19 s. The

SDs at the 1 to1 S/N ratio were still better with the CWD than with the WT, but the relative im-

provement was not as large.

16. Conclusions

These direct conclusions are based on the following key conditions: a large 4.7 mm thick

aluminum plate; nominal wave propagation distances of 60, 120 and 180 mm; the use of a par-

ticular WT; experimental electronic noise from a particular wideband sensor/preamplifier; noise-

free signals from finite element modeling that simulates perfect point contact sensors; and the

particular six cases of source types and source depths examined in detail.

• Due to the variations in random-noise signals as a function of time, a statistical study of

noise-induced errors was necessary.

• At S/N ratios of 1 to 1 and 2 to 1 and a propagation distance of 180 mm in the zero-

degree direction, the location error was 2 % or less for at least 73 % and 99 % respec-

tively of the trials considering all six cases.

• At the lower S/N ratios of 1 to 2 and 1 to 1 under the same conditions, the location and

arrival time errors were greater if the combination of source type and source depth re-

sulted in a signal with significant energy in portions of both fundamental modes.  This re-

sult was in contrast to smaller errors in cases where the signal energy was more highly

concentrated in a portion of a single mode.

• The order of ranking from smallest to largest errors in location and arrival times changed

with propagation distance due to (i) the higher propagation-distance “attenuation” of the

522 kHz/S0 mode relative to the 60 kHz/A0 mode, (ii) the higher noise amplitude in the

vicinity of 522 kHz, and (iii) the “spreading in time” of the WT magnitude at lower fre-

quencies.

• The order of ranking of errors in arrival times and location also changed with radiation

direction changes when the relative WT intensity of the 60 kHz and 522 kHz modes

changed with the change of direction.

• Use of the WT technique greatly enhanced the accuracy of arrival times for source loca-

tion calculations, and also can provide reasonably accurate additional arrival times from

AE channels where hits would not even be recorded with threshold based systems. This
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• application requires the AE waveform system to record the signals from all the sensors in

a local array subset when one sensor channel in that array results in a hit being triggered.

• The errors in location with a fixed threshold are expected to be significantly greater, since

the measured arrival times at each hit from a single AE event will correspond to different

group velocities due to the factors of geometric attenuation, dispersion, and source am-

plitude.  These factors do not alter the arrival times determined with the WT-based ap-

proach.

Alternate Spectrogram Techniques:

The comparison of the WT with the CWD and ADS alternative approaches revealed that

the lowest SDs of the arrival times were obtained with the CWD. The improved arrival

time results with the CWD were substantial at an S/N ratio of 1 to 2. The poorest results

were obtained with the ADS method.

On the Extension of These Techniques to Other Cases

The technique of using the results of joint-time-frequency analysis (such as the WT or

CWD) to determine very accurate arrival times (of a certain energetic frequency of a

mode corresponding to a specific modal group velocity) in the presence of significant

background electronic noise is not expected to be limited to the list of key conditions

listed at the beginning of the Conclusion section. The potential main limitation of the ap-

proach is possibly for thick plates. In this case, potentially many Lamb modes may be

present with significant energy such that either the amplitudes of individual modes mak-

ing up the time domain are all small and/or the presence of so many energetic modes

leads to the extracted mode arrival times not being clearly associated with a particular

mode.
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