
Abstract— Optical critical dimension (OCD) metrology has 
rapidly become an important technology in supporting the 
worldwide semiconductor industry.  OCD relies on a 
combination of measurement and modeling to extract the 
average dimensions of an array of parallel features, having 
fixed pitch and drawn linwidth.  This paper reports results of 
OCD measurements on arrays selected to serve as prototype 
reference structures.  In addition, SEM CD measurements were 
made on several of these structures to verify line uniformity.  
These prototypes are fabricated using the single-crystal CD 
reference materials (SCCDRM) process, which in prior work 
has been successfully applied to isolated feature reference 
materials.  The SCCDRM process provides features with 
known geometries, typically vertical sidewalls, defined by the 
silicon lattice. 

Index Terms—Metrology, Linewidth, Critical Dimension 
(CD), Optical Critical Dimension (OCD), Scatterometry 

I. INTRODUCTION

Optical critical dimension (OCD) metrology has rapidly 
become an important technology in supporting the 
worldwide semiconductor industry.  OCD, also called 
scatterometry, is expected to be a key technology in current 
and future semiconductor manufacturing processes as cited 
in the most recent version of the International Technology 
Roadmap for Semiconductors.1  OCD relies on a combination 
of measurement and modeling to extract the average 
dimensions of an array of parallel features, typically lines 
having equal drawn linewidth and pitch.  This paper reports 
initial work at the National Institute of Standards and 
Technology (NIST) on developing reference materials for 
OCD applications.  The reference materials under 
investigation are fabricated using the single-crystal CD 
reference materials (SCCDRM) process,2  which provides 
features with known geometries—typically vertical 
sidewalls—defined by the silicon lattice.  
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Since the edges of features made using the SCCDRM 
process are silicon lattice-planes, the dimensions of any 
particular feature can be calibrated by using the known 
spacing of the silicon lattice (0.543 102 122(20) nm).3,4  In 
addition, the geometry makes the SCCDRM excellent for use 
in atomic force microscopy (AFM) calibration and tip 
characterization.

Previous work focused on SCCDRM test structures with 
isolated features; calibration of these isolated features was for 
a single location on a particular feature.   

OCD applications differ from conventional CD 
measurements in two critical ways: 

� The CD is determined over a relatively large region: 
typically a spot size of 20 �m to 50 �m. 

� Extraction of the CD depends on comparing an 
experimental signature to modeled signatures.  The 
CD of the modeled signature that best matches the 
experimental signature is taken to represent the 
average CD of the lines in the grating test structure.   

II. GRATING TEST STRUCTURE DESIGN AND FABRICATION

The basic test structure consists of a grating target with 
adjacent isolated line test structures (Fig 1).  Two sizes of 
grating targets were included on the first test chip.  The 
targets are parallelograms so that all edges are aligned to the 
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Fig. 1.  Image of a single 100 �m OCD target showing detail of the grating 
as well as two of the adjacent isolated lines
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<112> lattice vectors in the silicon surface. Two sizes of 
targets were included in the design: the smaller targets 
measure 50 �m from top edge of the target to the bottom edge 
of the target while the larger targets measure 100 �m (note 
that all data in the paper were derived from 100 �m targets).  
The design widths of the lines in the grating targets range 
from 350 nm to 1000 nm; three grating target test structures 
were fabricated for each width.  The individual structures 
were designed with a ratio of line width to line space of 1:1, 
1:2, and 1:5.  Adjacent to the grating test structure are several 
isolated features (of the same drawn dimension) as well as a 
limited number of navigation features. 

OCD test structures were included on a test chip to be 
fabricated on a (110) SIMOX wafer.  Use of a (110) SIMOX 
wafer provides features with a known height (i.e., the 
thickness of the SIMOX device layer) as well as vertical 
sidewalls defined by (111) silicon lattice planes.

The process used in the fabrication of these test structures1

is based on the anisotropic etch techniques commonly found 
in microelectromechanical system (MEMS) production; 
upon completion, features with design dimensions of about 
450 nm and greater were successfully transferred to the 
SIMOX device layer with a process bias (overetch) of 400 
nm to 450 nm. 

III. OPTICAL CRITICAL DIMENSION MEASUREMENT

A. Overview
In OCD, the parameters that best describe the lines of the 
target grating are determined by comparing measured 
optical signatures with simulated signatures generated from 
theory.5,6,7  In the present work, the optical signatures 
consist of the reflectance of the grating at a fixed 
wavelength versus angle of incidence, measured for both 
s-polarization (the incident light is linearly polarized with 
E-field perpendicular to the plane of incidence) and for 
p-polarization (incident light linearly polarized with its 
E-field in the plane of incidence).  The comparison is often 
made by generating a library of signatures and searching 
for the signature that best fits the data (the approach taken 
here),6 or can be done using a nonlinear regression 
algorithm that varies the model parameters (such as line 
width, line height, and layer thickness) to minimize the 

deviation between theoretical and experimental signatures.4
The geometrical approximation chosen to represent the line 
shape, which we refer to here as the line profile model, is 
generally chosen to be the simplest structure that will 
adequately describe the grating and is necessarily an 
approximation to the actual line shape.  The generation of 
theoretical signatures is computationally intensive.  For 
example, for the line profile model used in this work, a 
library containing theoretical s- and p-polarized reflectance 
signatures for 10,000 combinations of model parameters 
required 260 processor-hours on a cluster computing 
system.  Because of this, prior knowledge of the grating 
structure is used to determine reasonable ranges for the 
parameters of the line profile model.  Advantages of OCD 
include speed, non-destructive measurement of the target, 
and ability to extract target dimensions that are much 
smaller than the wavelength of the incident light.

TABLE I. LIST OF OCD TARGETS USED IN THIS WORK 
TARGET ID PDESIGN

(NM)
WDESIGN

(NM)
WSEM

(NM)
00S 1:1 2000 1000 596

75S 1:1 1500 750 320

70S 1:1 1400 700 260

00S 1:2 3000 1000 595

70S 1:2 2100 700 301

55S 1:2 1650 550 125

Structures from chip identified as B1, Section 1:00.  The printed pitch of 
the targets was equal to the design pitch pDesign, while significant etch 
bias caused printed target width (as estimated from SEM line width 
wSEM) to be significantly smaller than the design width wDesign.
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Fig. 2:  Line profile model used in RCW simulations of OCD signatures. 

B. Data Acquisition 
The measurement setup is shown in Figure 5.  Light from a 

532 nm laser is incident on the target at a variable angle of 
incidence �.  The light is focused on the target to a roughly 
Gaussian spot with a 20 �m full width at half maximum 
(FWHM).  The laser polarization was set at either p- (E-field 
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Fig. 3:  Comparison of measured and simulated OCD signatures 
for s-polarization (squares: measured, solid line: simulated) and 
p-polarization (triangles: measured, dotted line: simulated), for the 
75S 1:1 target.   The simulated signatures shown are those with the 
best agreement to the data, out of a library of signatures generated 
using the line profile shown in Fig. 2, as discussed in the text.   
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in the plane of incidence) or s- (E-field perpendicular to the 
plane of incidence) polarization.  The detector angle was 
maintained at twice the angle of incidence (2�) so that the 
specular component of grating reflectance was collected, and 
� was varied over a range of 5� to 55�.  A small portion of the 
beam was picked off before the final focusing lens to provide 
a reference intensity measurement.  The camera shown is 
used only for system alignment.

The s-polarization and p-polarization reflectance versus 
angle signatures were obtained for six targets in the 1:00 
section of an SCCDRM chip identified as B1.  The pitch, 
design line width, and average line width as measured by 
SEM of each target are shown in Table 1.  Figure 3 shows 
example data from one of the grating test structures for 
s-polarization (squares) and p-polarization (triangles).  The 
data were highly repeatable from day to day on the same 
target.  Additionally, reference reflectance versus angle scans 
of a bare silicon wafer were taken periodically and compared 
with Fresnel theory in order to verify system operation.  
However, on OCD targets the data were seen to be sensitive 
to the quality of the focus spot at the target, as excess light 

that is incident on the chip outside of the intended target 
could be collected by the detector and introduce a systematic 
error into the signature.  In the present case, the lens elements 
that determine the focus were fixed over the course of the 
data acquisition, and we believe we have minimized any 
defocus effects.  Methods of further reducing the effects of 
stray light are being considered.   

Focusing lens
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Camera(alignment)

al to lock-in amp

p- or .  s-polarized laser
incident illumination

SCCDRM
grating targ

C. Theory
The simulated signatures were obtained using the rigorous 

coupled wave (RCW) analysis for surface relief gratings 
developed by Moharam et al.,9,10 with a modification 
suggested by Lalanne and Morris11 to improve the 
convergence of the calculations.  This method solves the 
electromagnetic problem for a plane wave incident upon a 
medium having a dielectric function � � � �xzyx j		 
,, , which 
is periodic in x, independent of y, and independent of z within 
each of a finite number of layers, indicated by index j.  The 
solution requires Fourier series expansions of � �xj	  and 

� �xj	/1  for each layer.  In practice, the Fourier series is 
truncated at some maximum order M, chosen here to be ±35.  
The model structure is shown in Fig. 2 and has six adjustable 
parameters: the grating pitch p, line height h, the linewidth w,
the undercut u, the SiO2 film thickness t, and a mixed SiO2-Si
boundary film thickness s.  Since the sidewall angles are 
vertical, it was not necessary to include sidewall angle as an 
adjustable parameter.  The undercut arises during etching of 
the chip and is modeled as a square region with height and 
width u.  The complex indices of refraction of the materials 
(nSi = 4.143 + i0.0283, noxide = 1.5038, nmix = 2.731 + i0.0128 
at the laser wavelength � = 532 nm) were determined by 
spectroscopic ellipsometry on an unpatterned sample of 
SIMOX similar to that used for the SCCDRM chips.  The 
value of nSi used was the accepted value for silicon,13 while 
the value of noxide was increased from typical values for bulk 
SiO2 in order to improve the fit to the spectrosopic 
ellipsometry data.  Differences in the optical properties of the 
SiO2 layer in SIMOX wafers compared to that of bulk SiO2
have been previously reported in the literature.14 The 
boundary film nmix was added ad hoc to improve the fits to the 
spectroscopic ellipsometry data; its thickness s = 11.4 nm 
was not varied when generating the libraries.    This initial 
model of the substrate may not be unique, and other models 
(with additional layers, a graded interface between Si and 
SiO2, etc.) may provide as good or better agreement with the 
optical data.  The uncertainties in substrate parameters and 
the effect of these uncertainties on the OCD results are under 
investigation. 
    The general procedure for determining the target line 
parameters was as follows.  The raw data consisted of the 
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Fig. 4:  a)  CD line width extracted from OCD, wOCD, versus line 
width measured by SEM, wSEM, for six targets on SCCDRM chip B1. 
Each data point represents a different scatterometry target.   b) 
Residual values of wOCD – wSEM for the data shown in a).     
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Fig. 5:  Schematic of the data acquisition set-up for OCD signatures.
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measured reflectance of the grating, as a function of 
incidence angle, for s- and p-polarization as shown in Fig. 4.  
These data were compared with a library of simulated 
signatures for all combinations of the adjustable parameters 
over the selected range of those parameters, and the 
parameter set corresponding to the simulation having the 
minimum mean-square error (MSE) relative to the data was 
taken to be the best estimation of the parameters for the actual 
target.  The MSE is given by12
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where N = 51 is the number of discrete angles where the 
reflectance was measured, and the subscript i is used to 
denote that both s- and p-polarization reflectances were 
included in the MSE. The library generation is 
computationally intensive even when spread across multiple 
processors, so prior knowledge about the target was used to 
fix some parameters and to determine the ranges of others.  
The measured targets were all from the same chip, and only 
pitch and line width were expected to vary from target to 
target.  The pitch p of each target was well known, so when 
producing a library for a given target, p was fixed to the value 
shown in Table 1 for that target.  Likewise, the height of the 
targets was expected to be constant across the chip and was 
fixed to a value h = 138 nm, which was consistent with AFM 
measurements of nearby isolated lines.  Of the remaining 
adjustable parameters, initial exploratory sets of six libraries 
(one for each target at the appropriate pitch) were produced 
where w was varied over a 200 nm range centered on wSEM
for the target, u was varied from 4 nm to 14 nm, and t was
varied from 358 nm to 380 nm.  The simulated signatures 
from the libraries were compared with the data, and for each 
target the parameter set corresponding to the simulation 
having the minimum mean-square error to the data was 
recorded.  These results provided a approximate value of w
for each target and indicated that, as expected, the values for t
and u were consistent to within a few nm across the chip.  A 
limited number of simulations were run where h was also 
allowed to vary; this did not significantly improve the 
agreement between data and simulation compared to the 
cases with fixed h.  For our final estimation of the remaining 
free parameter w, we fixed u = 11 nm, t = 366 nm, and h = 
138 nm for all of the targets, then generated a set of six 
libraries for w where, for each target, w was varied over a 20 
nm range centered on its value from the exploratory libraries, 
in 0.5 nm steps.  The simulated results were compared to the 
data, and the widths w corresponding to the simulations 
having the minimum mean-square error to the data are 
reported in Fig. 5. 

IV. SEM CD MEASUREMENTS

SEM CD measurements were made on a selection of test 
structures to 

� Provide an independent measure of the CDs of the 
features in the array.  Although the limitations of SEM 
CD are well understood, including not providing 
dimensional measures traceable to the ISO definition 
of the meter, it is widely used in semiconductor 
fabrication for process control for acquiring the 
relative CDs of features.

� Approximate the degree of line roughness for features 

in the array.  This is done as a check since the OCD 
analysis assumes that there is no significant line edge 
roughness.

SEM CD, however, is a significantly different measure 
than OCD in that the SEM images a relatively small area of 
the test structure.

Three SEM images were made in selected array test 
structures.  Each of these images was captured at 20,000X at 
a resolution of 2560 pixels by 1920 pixels.  Each of these 
images included 6.4 �m long sections of two or three line 
segments (depending on the line widths and spaces).  

At this resolution, each image covers a region of 6.4 �m by 
4.8 �m (30.72 �m2).  Therefore, the total area imaged by the 
SEM is 92.16 �m2.  In contrast, the OCD measurement 
averages the lines over much of the target area, in this case of 
10,000 �m2.

The dimensions of the lines in these images were 
determined automatically using the software package IC3D†.
Using this technique the locations of each of the line edges 
was determined at 80 to 100 locations along the line.  The 
edge roughness was estimated to range from 1.6 nm to 12.6 
nm with an average value of 5.5 nm. Figure 6 shows the 
image analysis procedure used to acquire the width.

Fig. 6. Procedure for extracting the SEM CDs.  The light blue 
measurement caliper is incremented 100 times through the region 
outlined by the green rectangle. 4 �m of each line was measured.

V. RESULTS AND DISCUSSION

Figure 4 shows an example of the experimentally obtained 
reflectance signatures for s- and p-polarization on the 75s 1:1 
target, and the final best fit simulated signatures obtained as 
described above.  From this fit, we obtained a CD line width 

† Certain commercial equipment, instruments, or materials are identified 
in this paper in order to specify the experimental procedure adequately. Such 
identification is not intended to imply recommendation or endorsement by 
the (NIST), nor is it intended to imply that the materials or equipment 
identified are necessarily the best available for the purpose. 
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wOCD = 311.5 nm, which is in reasonable agreement with the 
average SEM line width wSEM = 320 nm for this target.  It can 
be seen in the figure that while the angular variations of the 
data were qualitatively reproduced by the best fit simulations, 
significant residual disagreement remained between the data 
and the simulation.  This disagreement was seen, to varying 
degrees, for all of the targets and was not significantly 
reduced for any of the parameter combinations that were 
tried.  The sources of this are under investigation and are 
expected to include deviations of the actual line profile from 
the simplified model, radiometric errors in the measurement 
due to imperfect laser focusing and reflections from areas 
outside the target being collected by the detector, and line 
variations across the target (including line roughness) that are 
not included in the model.  In addition, the targets available to 
us in this study all had pitches greater than 1 �m, meaning 
that relatively few lines were illuminated by the 20 �m
FWHM focused laser spot, while the RCW calculations 
assume that an infinite number of lines are illuminated.   

Figure 5 a) shows the value of wOCD determined for each of 
the six targets versus the average SEM linewidth, wSEM,
measured for that target.  A straight-line model was fit to the 
data using linear regression with equal weight on each point, 
and the slope of wSEM vs. wOCD was found to be near 1, with a 
small offset, as shown in the figure.  In Fig. 5 b), the 
difference between wOCD and wSEM has been plotted for each 
target.  In all cases, the difference was less than 10 nm. 
   We wish to compare the uncertainties in the residuals 
plotted in Fig. 5 b) with the uncertainties in wSEM and wOCD.
The typical standard uncertainty in wSEM (the average line 
width of the target) was ± 2.5 nm, although local variations of 
line width across the target could be 2 to 3 times this value.  
The component of the uncertainty in wOCD due to the 
repeatability of the reflectance signatures was estimated as 
follows.  For one target on another SCCDRM chip (distinct 
from chip B1 but from the same wafer), reflectance data were 
taken on 4 separate days, with the chip removed and replaced 
into the sample holder each day.  The resulting reflectance 
data sets were fit to a library where the parameters t, u, and w
were allowed to vary, with step sizes of 0.5 nm, 0.5 nm, and 
0.2 nm, respectively.  Although slight differences could be 
seen in the optical signatures from day to day, the standard 
deviation of wOCD over the 4 data sets was only 0.4 nm.  We 
do not believe that the repeatability of the reflectance 
measurement is the only source of error in wOCD, however.  
As this work progresses, one of our goals is to carry out a 
more comprehensive uncertainty analysis to quantify a range 
of model parameters, including wOCD, that are consistent with 
the data for each target.  The current level of disagreement 
between simulation and data for each target (as seen in Fig. 
B) makes this difficult.   
   We are nonetheless encouraged by the results from this 
exploratory study.  While the differences between wOCD and
wSEM are not completely accounted for by known sources of 
uncertainty at this point, we observed excellent correlation 
between the two techniques, with unity slope and very little 
offset between the line width measured by SEM and that 
extracted from the OCD simulations.  We believe this is due 
in part to the 90° sidewall angle of the silicon lines.  In OCD 
targets with non-perpendicular sidewalls, cross-coupling 
between line width and sidewall angle in the optical signature 

is often a significant source of uncertainty in line width 
measurement.8  In the current case, this source of uncertainty 
was not present.  It should be noted that, to some degree, the 
simplicity afforded by the perpendicular grating sidewalls is 
offset by the noted complexity of the substrate modeling, 
where a boundary layer between Si and SiO2 appears to be 
present and where the thickness of the SiO2 layer is a model 
parameter.  Improved characterization of the substrate and 
the effect of substrate parameters on the OCD results are 
being considered.    

VI. CONCLUSIONS

 Successful development of standards for OCD will depend 
on solving several key issues. The first is that OCD accuracy 
should be separated into model accuracy and radiometric 
accuracy.  Model accuracy depends on both well-developed 
signatures and the quality of fit of the unknown signature.  
Validation of models may depend on standard profiles 
generating known, accepted signatures.  Radiometric 
accuracy can be addressed with artifacts to check the 
consistency of instrument measurements.  These artifacts 
could include both a grating structure, such as described in 
this paper, as well as artifacts that are already available (e.g., 
ellipsometry standards for ellipsiometric angles ��and �,
reflectance standards).  Preliminary results from grating test 
structures presented in this paper will be used by NIST to 
determine the best path for developing reference materials for 
this technology. 
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