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Abstract: We develop a method to detrend the phases of measured multisine signals. We find a time
reference that removes the linear component of the measured phases and aligns them, within a
precision specified by the user, to their expected values. An initial guess is provided by a closed-form
expression. We then find the global minimum of a user-specified error function. The simple post-
processing algorithm is general and can be implemented in many software packages.

1. Introduction

Multisines consist of a collection of simultaneously generated sinewaves, typically
with a constant frequency spacing ∆f between them. They can be used in applications such as
circuit and system characterization [1-3], model development and system identification [4-6],
and to calibrate instrumentation such as nonlinear vector network analyzers [7, 8]. In some
applications the relative phase relationships between the different frequency components are
chosen randomly. There are also some types of multisines that have special phase
relationships between the frequency components, including the constant-phase multisine and
Newman and Schroeder multisines [4, 9]. The latter two have low peak-to-average power
ratios and are sometimes used to approximate digitally modulated signals in design and test.

To physically generate a multisine signal, we specify the desired values of relative
phase for each component on a signal source. The source will begin generating the multisine
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Figure 1: A multisine with three sinewave components having 0° relative phase at time tref. A
measurement made at time tM will yield relative phases having no obvious meaningful relationship. tp is
the repetition rate of the carrier (solid line). Note that while the phase of the carrier passes through 0°
every tp, it is only at tref that all frequency components line up with their specified values.



at a certain point in time, which we will call the reference time tref. A subsequent
measurement of the signal will be made by another instrument at some other time tM during
the repetitive signal generated by the source. The phases at tM measured by the second
instrument will not usually appear to correspond in any obvious way to those generated at tref

due to the time difference tref – tM, as illustrated in Fig. 1. If we can identify tref from a
measurement made at tM, we can shift our time reference back to tref and align the phases as
they were when they were generated. Numerically determining tref from tM is a central goal of
this paper.

The methods of [10-12] were developed to find the relative phases of two-tone
signals at the output of a nonlinear device. These methods are based on cancellation of a
reference signal at the output of the device. The method of [13] was developed to find
complex ratios of the frequency components of harmonically related signals, and can be used
to determine the phases of the frequency components of multisine signals relative to a
reference signal. This method requires the use of a reference signal to establish a time
reference, and that reference must be at the fundamental frequency to establish unique phase
relationships between the different frequency components of the multisines. The process of
detrending described here does not require external measurement of a reference signal nor a
reference signal at the fundamental.

The process of aligning measured phases has often been carried out in the frequency
domain, and is called phase detrending. Phase detrending is accomplished by subtracting a
linear phase from each frequency component of the multisine signal. The problem with this
method is that the phase of each frequency component of the multisine repeats modulo 2π,
complicating the process. However, subtracting a linear phase from a multisine signal, which
corresponds to multiplication by e-j2πtf in the frequency domain, is equivalent to adding a
delay to the signal in the time domain. So phase detrending also can be thought of in terms of
a shift in time. This is the approach we take in this paper to phase detrending and alignment.

2. Phase Detrending and Alignment Procedure

For simplicity, we focus on finding the difference between tref and the arbitrary time
tM when a measurement of the phases of a multisine is made. That is, we find the quantity tref

– tM. The procedure has two parts. First we find a closed-form estimate for tref – tM. Then we
use a simplex search method [14] to iterate on an error function and identify a global
minimum that best aligns the measured phases with their expected values to within a user-
specified precision. We demonstrate that a change of variables can provide simple, integer
starting points for the search method.

We define the envelope of the multisine signal from the sum of its sinewave
components. The period T of the envelope corresponds to 1/∆f, where ∆f is the spacing
between two adjacent tones. For a measurement made at tM, we can estimate the value of tref

in the interval [0, Τ] if we have an expected value for at least two adjacent sinewave
components. Using adjacent tones places the most stringent condition on alignment, as
theoretically there will be only one time in the envelope where the phases of adjacent
components simultaneously pass near their expected values.



We begin by expressing the phase θi(t) of the ith component of the multisine at time t
in terms of its measured value θi(tM) at time tM. θi(t) is related to θi(tM) by

θ θ πi i it t f t t( ) ( ) ( )= + −M M2 , (1)

where fi is the frequency of the ith component of the multisine.

Our initial estimate of tref – tM is based on an analytic expression that estimates a time
where the phases of two adjacent sinewave components are close to their expected values. It
is given by
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Here, subscripts 0 and 1 refer to two adjacent frequency components, |f0 – f1| = ∆f, and sgn(x)
= +1 if x > 0, and sgn(x) = –1 if x < 0. The angles θ0(tM) and θ1(tM) refer to the measured
phases of the frequency components and the subscript “target” refers to the expected value of
the phase. Note that an expression similar to (2) is given in the Appendix of [8].

The numerator of the fractional part of (2) corresponds to a phase difference between
two frequency components ∆θ, which difference can take on values between 0 and 2π over
the period of the envelope. Since the frequency components are adjacent, any given value of
∆θ should occur only once during Τ. This equation simply relates a fraction of the envelope
period (tref – tM)/Τ to the fraction of 2π where the desired ∆θ will be reached. To find the
value of tref that provides an optimal solution for all frequency components of the multisine
simultaneously, refinement of (2) is necessary.

In the real world, our measured phase values rarely correspond exactly to their
specified values, due to signal generation and measurement errors and distortion. We define
an error function as the mean-squared difference between our expected and measured values
of phase1 as
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where N is the total number of frequency components in the multisine.

To refine the estimate of (2), we perform a search for the global minimum of the error
function. Figure 2 shows a segment of the error function for a Schroeder multisine with seven
components. The top half of the figure shows that there are many local minima spaced
approximately 1/f0 apart, where f0 is the carrier frequency of the multisine. Even though there
are many times within Τ that correspond to local minima for the error function, there is only
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one global minimum. The bottom half of the figure shows only one absolute, or global,
minimum.

We found that, based on the form of the error function shown in Fig. 2 above, we can
greatly simplify the numerical solution process with a change to a new time-like variable k.
This variable changes by one with each cycle of the carrier, which has frequency f0.

2 The new
variable k is defined by3
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and the expression for θ(t) in (1) can be rewritten as
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the case of two-tone excitation, f0 is simply the frequency of one of the two tones.
3 In the implementation of the algorithm, we typically set tM = 0 without loss of generality. This is a

convenience that lets us focus on finding a real value for tref relative to the (usually) unknown time at which our
measurements were made.

Figure 2: A time segment of the error function for a Schroeder multisine with seven frequency components.
Top: Several local mimina are evident with spacing of ~1/f0 where f0 is the frequency of the carrier. Bottom:
Zoom-in of the top plot showing an overlay of four adjacent minima. The time labeled on the time axis
corresponds to the solid curve, while the dashed and dotted curves correspond to adjacent and second-adjacent
minima (shown in the top graph), time-shifted to illustrate the slight differences between them.
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There are two advantages of this change of variables. First, whenever k is an integer,
θ0[t(k)] = θ0,target. Thus, E is nearly zero, and the convergence to local minima E is extremely
rapid if we begin our searches at integer values of k. Second, the search problem is nicely
scaled if we search for local minima in E with respect to k, rather than the time t. This is
because the local minima are roughly integer distances away in k, but roughly a distance of
1/f0, which is often small, in time.

We can rewrite the starting estimate in (2) as
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where int(x) is the integer part of x. Choosing the nearest integer kest usually aligns the
sinewave components to within a degree or so of the target phases for measurements without
significant distortion. In some applications, the rough estimate of (7) is sufficiently accurate.
Note that the second term on the righthand side of (7) is small and can usually be neglected,
since our goal is simply to find a starting point for the search routine.

To find the global minimum, we begin searches for local minima at kest ± n for n = 0,
1, 2, ... and select the lowest local minimum. We have found that starting our searches at
integer values near kest results in exceptionally quick and stable searches for local minima.
Since the estimate of (7) [or, equivalently, (2)] puts us in the neighborhood of the global
minimum, we usually do not need to search over more than ± 20 local minima to find the
global minimum. To ensure that we have found the global minimum, we check to see that our
lowest minimum is not at the edge of our search range. The result of this automated
procedure is a refined estimate of the time reference tref and a set of phases at tref.

Once the global minimum tref is found that best detrends the measurements with
respect to our minimized error function, (6) [or equivalently, (1)] can be used to determine
the values of the phases θ i at tref. We can also use (6) to determine the phases of other
frequency components such as IM products for which there are no expected values, as
discussed in the next section.

3. Comparing Measurements at the Input and Output of a Device

Figure 3 shows a typical measurement setup for a two-port amplifier. The signal
source generates a multisine that is fed into the input of an amplifier or other device under
test (DUT). The amplifier both delays and distorts the input signal as it amplifies it. Section 2
discussed how to go about detrending the phases of the signal at the input to the amplifier.
Now, we will discuss finding a new reference time t1 that detrends the signal at the
amplifier’s output, how to relate this time to the delay through the amplifier, and evaluating
the amplifier’s distortion.

After detrending the signal at the input of the amplifier, as before, the input signal is
described by the reference time tref, as well as the amplitudes and phases of each frequency



component of the multisine at tref. Along with this information on the signal at tref, we can use
the same procedure to detrend the signal at the output of the amplifier. That is, we use
measurements performed at time tM and the preceding algorithms to estimate the time t1 at
which the signal arrived at the output.

Ideally, the signal at the output will look like an amplified copy of the signal at its
input, so we set our target values for determining t1 to the measured phases at tref at the
amplifier’s input. That is, we find an estimate for t1 – tref instead of tref – tM. Using target
values based on the phases at tref will provide us with the best estimate of the linear phase
delay through the amplifier. Again we perform a minimization of the error function. Like the
input signal, this output signal is now described by the reference time t1, and the amplitudes
and phases of each frequency component of the multisine are found at t1.

We now have enough information to describe both the amplifier’s linear phase delay
(the propagation delay through the device plus any linear component of phase distortion) and
higher-order phase distortion for this input signal. While sometimes difficult to measure
accurately, the amplifier’s linear phase delay is given by t1 – tref, and its higher-order phase
distortion is given by the difference of each frequency component’s input phase at time tref

and output phase at time t1.

4. Measurement Examples Using the Phase Detrending Algorithm

We present several examples illustrating the use of the phase detrending procedure in
various applications. In all cases, a vector signal generator was used to produce the multisine
signals, measurements were made using a nonlinear vector network analyzer (NVNA) [7],
and the post-processing routine described above was used to detrend the phases. The carrier
frequency f0 was 800 MHz unless stated otherwise.

Figure 3: Top: Typical setup for measuring a multisine through an amplifier. Bottom: Phase
relationships of the frequency components of the multisine at the input and output of the amplifier.



Example 1: Three-Tone, One-Port Example with Constant Relative Phases:

We generated a three-tone multisine signal with fL = f0 – ∆f, f0, and fU = f0 + ∆f. We
considered three values of ∆f: 25 kHz, 50 kHz, and 100 kHz. In this example, the phase of
each tone was specified to be 0°.

We examined the phase of the excitation signal with port 2 of the NVNA open-
circuited (a no-load case). Table 1 shows the measured phases, the phases based on the initial
estimate of (7), and the detrended phases found by minimization of the global error function
given in (3) for each ∆f value. The final value of the minimized error function is also shown.
Note that none of the detrended phases agree exactly with their targets: this is to be expected
since neither the excitation nor the measurements are exact. However, the measured
detrended phases are always within 0.3° of their target values.

Example 2: Three-Tone, One-Port Example with Differing Phases:

The second example we considered used the same three-component multisine and the
same measurement setup, but 45° was added to the specified value of θL. We see in Table 2
that the final detrended value θL is always within 0.3° of 45°.

∆f = 25 kHz
(θ  in degrees)

∆f = 50 kHz
(θ  in degrees)

∆f = 100 kHz
(θ  in degrees)

θ meas θ est θfinal θ meas θ est θfinal θ meas θ est θfinal

fL 10.75 -0.0041 0 -31.39 0.0073 -0.028 -88.26 0.0031 0.13

f0 16.59 0 -0.14 47.21 0 -0.26 137.69 0 -0.28

fU 22.85 0.43 0.12 126.59 0.77 -0.29 4.48 0.82 0.15

E(t) 0.184 0.0345 0.600 0.152 0.686 0.115

Table 1: Measured and detrended phases of the three tones for three ∆f values. The expected value of
all three tones is 0°. θ meas is the raw, measured data, θ est has been aligned according to the initial
estimate of (7), and θfinal is the detrended data based on minimization of (3). The final error-function
values are shown in the last row.

Table 2: Measured and detrended phases of the three tones for three different ∆f values. The
expected value of the relative phase of the lower tone was 45°, and the expected value of the other
two was 0°.

∆f = 25 kHz
(θ  in degrees)

∆f = 50 kHz
(θ  in degrees)

∆f = 100 kHz
(θ  in degrees)

θ meas θ est θfinal θ meas θ est θfinal θ meas θ est θfinal

fL -1.00 44.99 44.97 98.01 45.01 45.27 -64.65 45.00 45.13

f0 -58.79 0 -0.13 76.47 0 -0.28 -174.42 0 -0.32

fU -71.19 0.40 0.15 100.76 0.82 0.0036 121.80 0.97 0.20

E(t) 0.158 0.0415 0.676 0.152 0.946 0.160



Example 3: Seven-Tone, One-Port Schroeder Multisine:

The phases of the sinewave components of a Schroeder multisine can be specified
analytically as [4]:

φ
π

k
k k

N
=

− −( )1
,

where φk is the phase of the kth sinewave component, and k goes from 1 to N total sinewave
components.

We generated a seven-tone Schroeder multisine using the measurement setup
described above. Again, we considered three ∆f values: 25 kHz, 50 kHz, and 100 kHz. We
measured the no-load case at Port 1. To find the initial estimate of tref given in (7), we used
the phase of the carrier for θ0 and the phase of the lower adjacent tone for θ1. The target and
detrended measured phases are shown in Table 3. Here, we see agreement within 0.5°.

Example 4: An Amplifier with High and Low Distortion

We generated a seven-tone constant-magnitude and constant-phase multisine, with 0°
relative phase between sinewave components, again using the same measurement setup. Our
∆f was 50 kHz. Our DUT was an off-the-shelf, 20 MHz to 5 GHz, packaged amplifier having
9 dB of gain. As discussed in Section 3, we first detrended the phases at the input of the
device and then used those values (the phases at time tref in Fig. 3) as the target phases for
detrending at the output of the device (the phases at time t1 in Fig. 3).

We show three results in Table 4. The first shows the one-port, no-load case, which
corresponds to the excitation signal to be applied to the input of the device. The error
function value of 1.66 corresponds to phase errors less than ~1.2° in each frequency
component, as shown in the “Input” curve of Fig. 4(a).

target
(radians)

target
(degrees)

 ∆f = 25 kHz
(degrees)

∆f = 50 kHz
(degrees)

∆f = 100 kHz
(degrees)

0 0 0.16 0.024 0.071

−2 7π -51.43 -51.35 -51.50 -51.41

−6 7π -154.29 -154.55 -154.57 -154.61

−12 7 2 7π π( ) 51.43 51.89 51.84 51.68

− −20 7 6 7π π( ) -154.29 -154.32 -154.18 -154.18

− −30 7 2 7π π( ) -51.43 -52.47 -51.39 -51.32

0 0 -0.36 -0.22 -0.22

E(t) 0.4481 0.3126 0.2502

Table 3: The target and measured phase values for a seven-tone Schroeder multisine excitation. Each row
corresponds to the phase of one frequency component in the multisine. Measured results for three different ∆f
values are shown. The minimized error function (3) for the detrended phases is shown in the last row.



In the Low Distortion result, the input signal level was low enough that the amplifier
was operating in its “linear” region, and we expect little phase distortion. The complex input
impedance of the amplifier causes an increase in the error function value at the input: from
1.66 for the no-load case to 1.81. There are also minor differences between the Input and
Low Distortion curves in Fig. 4(a). As expected, the phases at the output are very similar to
the input for this low-distortion case, with an error function of only 0.073. This is illustrated
in Fig. 4(b).

In the High Distortion result, the input signal level was increased and the amplifier
was driven well into its nonlinear region. Here we see significant higher-order phase
distortion shown by both an increase in the input error function value from 1.81 to 5.50 and
in the high output error function value of 23.85. Fig. 4(b) shows the corresponding
differences between input and output phase values, clearly illustrating the increase in
distortion at the higher input signal level.

Example 5: Two-Tone Signal Sweeps

We performed NVNA measurements of the same amplifier by sweeping the input
voltage level from nominally 0.5 V to 1.0 V per tone, and sweeping ∆f of the input tones
from 1 kHz to 500 kHz. We specified 0° relative phase for both input tones. We measured

E(t) Input E(t) Output

No-Load Case 1.66 ---

Low Distortion 1.81 0.073

High Distortion 5.50 23.85

Table 4: The minimized error function of (3) for a seven-tone constant-magnitude and constant-
phase multisine with ∆f = 50 kHz. Results are shown for the excitation (the no-load case), and for
both low and high distortion cases.
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Figure 4: (a) The detrended, measured phases of the no-load excitation and the output signals.
Note that when the amplifier is connected, the signal at the input port is nearly, but not exactly,
equal to the no-load excitation. (b) Difference between the detrended, measured phases at the input
port and the output port of the amplifier for low and high distortion.



the output voltages at the excitation frequencies and the intermodulation products IM3 (fc ±
3∆f), IM5 (fc ± 5∆ f), and IM7 (fc ± 7∆ f). Results for the upper set of output tones at the
excitation frequencies, IM3, IM5, and IM7 are shown in Figs. 5 and 6. Similar results were
found for the lower set of tones.

Magnitude plots where the input-tone spacing and voltage levels are swept, such as
those shown in Fig. 5, have been used for years to describe the nonlinear effects and
frequency asymmetry of amplifiers [15]. Figure 6 shows the less-common swept-tone phase
plot. These types of plots are used to characterize the slow memory effects of amplifiers as
described in, for example, [16]. Use of the NVNA has greatly simplified these measurements
compared to the procedures described in [10-12].

Here, as in Example 4, we see the effect of phase distortion at higher input voltage
levels, shown in Fig. 6 by the change in the phase of the intermodulation products.
Separating the linear phase delay (delay through the device plus any linear phase distortion)
from other types of phase distortion is difficult in the two-tone case, since there will always
be a point in the envelope of a two-tone signal where the phases of the two tones are aligned
to a target value.

5. Conclusion

We have developed a procedure for detrending the phases of measured multisine
signals using a straightforward post-processing scheme. The procedure is based on two
simple steps: first we find a closed-form estimate of the delay between the time where a pair
of measured phases pass through their specified values and the time our measurement was
taken. Second, we refine that estimate by minimizing an error function that takes into account
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all frequency components for which we have expected phase values. We extended this
method to provide estimates of both the linear and higher-order distortion though a nonlinear
device such as an amplifier. We demonstrated the effectiveness of the algorithm in several
examples.

The algorithm developed here is easy to implement and execute, and we hope that it
will provide a link between making multisine measurements and readily using them for
system characterization and model development. Note that this procedure makes no reference
to the carrier frequencies at the input and output of the DUT. Thus, this procedure will be
equally applicable to mixers and other frequency converters where we expect the signal at the
output to look like a delayed and distorted version of the input signal. Also, the phases of the
harmonics of multisines may be detrended in a straightforward way, using the same time
reference we found from the fundamental.
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