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High-Accuracy Laser Power and Energy Meter Calibration Service

David J. Livigni
National Institute of Standards and Technology
Boulder, CO 80303

This document describes the high-accuracy laser power and energy meter calibration
service provided by the National Institute of Standards and Technology (NIST).
Calibrations are performed by direct substitution of a test detector with a cryogenic laser
radiometer, traceable to NIST electrical standards. The service currently supports
measurements with laser powers from 0.1 to 1.0 mW, at several vacuum wavelengths in
the range from 458 to 1550 nm. The expanded uncertainty (with a coverage factor of

k = 2) of calibrations based on the primary standard typically ranges from 0.02 to 0.05 %.
A detailed description of the measurement system and uncertainty analysis is presented.

KEY WORDS: absolute power, calibration, cryogenic radiometer, laser power, optical
power.
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1. INTRODUCTION

We have built a calibration system to meet the industry’s need for very high-accuracy measurements of
laser power and energy, at various (selected) wavelengths. The system employs a commercial cryogenic
radiometer as the primary standard. This commercial radiometer is referred to as the Laser Optimized
Cryogenic Radiometer (LOCR) and is one of several NIST cryogenic radiometers that are used as
primary standards for various types of high-accuracy optical measurements. The calibration system
provides measurements of detector responsivity as a function of laser power with an expanded uncertainty
of typically 0.03 % or less (with a coverage factor of k£ = 2) and provides traceability to SI units with
reduced uncertainty for customers requiring the highest level of accuracy. The new calibration system
and the procedures for detector calibration based on the LOCR are described within this document. Some
of the terminology used in this document is not commonly used, so the definitions are included in
Appendix A.

Optical power and energy measurements are traditionally tied to SI units through electrical standards.
This is accomplished by means of optical radiometers and calorimeters, designed to allow accurate
comparison of absorbed optical power with dissipated electrical power. Electrical power is applied to an
optical receiver as a means to calibrate the induced temperature rise of the receiver as a function of
dissipated electrical power. Room-temperature devices of this type have a combined standard uncertainty
that is typically limited to a few tenths of a percent. The development of electrically calibrated cryogenic
radiometers operating near liquid-helium temperatures [1-3] has led to a more than tenfold increase in the
level of accuracy for optical power measurements. Indeed, most industrialized countries have at least one
cryogenic radiometer in their national standards laboratories.

Since 1967, NIST has built and maintained room-temperature, electrically calibrated laser calorimeters
for the calibration of laser power and energy meters for customers. A number of standard laser
calorimeters have been developed to provide measurements over a wide range of laser wavelengths
(ultraviolet to far-infrared), power levels (nanowatts to kilowatts), and energy levels (femtojoules to
megajoules). The combined standard uncertainty of measurements with these calorimeters is usually
limited to about 0.25 %, primarily due to their operation at room temperature. Their performance is
limited primarily by inequivalence between electrical and optical heating, due to factors such as: radiative
and convective cooling of the optical receiver, and its limited diffusivity, which result in the formation of
temperature gradients, and parasitic heating in the electrical heater leads. Commercial laser power and
energy meters have significantly improved over the last 10 years and customers now require lower
uncertainties. The LOCR calibration service was developed by NIST’s Optoelectronics Division to meet
select customers’ needs for higher accuracy.



2. HIGH-ACCURACY LASER POWER AND ENERGY METER CALIBRATION SYSTEM

The goal of the high-accuracy calibration service is to provide laser power and energy meter calibrations
for the most demanding customers, with low uncertainty (< 0.1 %), performed in a stable and fully
documented environment, at an affordable cost and in a timely manner. The calibration system achieves
the goal by offering calibrations based on the highly accurate laser optimized cryogenic radiometer
(LOCR) primary standard, using a stabilized laser source, in an automated calibration system that allows
quick calibration of multiple detectors at the same time. The service will also be used internally by NIST
to improve the accuracy of routine calibrations.

2.1 Calibration System Overview

High-accuracy calibrations are possible because of the accuracy of the primary standard’s laser power
measurement and the power-stabilized laser source which allows for accurate transfer of the power
measurement to the customer’s detector. For brevity in the following discussion, the device being
calibrated, whether a detector head or complete power or energy meter, is called the device under test
(DUT). An overview of the calibration system is shown in Figure 1. The calibration system consists of a
power-stabilized laser source, two movable platforms, and a computer-controlled data-acquisition system.
The laser source contains a polarized laser, interference filters to remove unwanted laser lines (when
necessary), a power stabilization system and an optical spatial filter. The DUT is calibrated using a direct
substitution method-the laboratory standard is physically substituted with the DUT. This method requires
a stable laser source power, so the power stabilization system is necessary.

The detectors are mounted on a motion-controlled platform that translates in a direction transverse to the
laser beam’s propagation axis, so that each detector can in turn be moved into the beam’s path, thereby
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Figure 1. Calibration system overview.



providing the direct substitution of the standard with the DUT. The LOCR primary standard and multiple
DUTs can be placed on the platform, allowing calibration of more than one DUT at a time. Each detector
is aligned so that when it is moved into the beam, its entrance or limiting aperture is at a specific location
along the beam’s longitudinal axis, so that each detector is exposed to the same beam profile. A trusted
check standard can be calibrated along with the DUT, as a check on quality control for the system.

The LOCR uses an optical receiver design that optimizes the capture of the collimated laser beam and
uses a Brewster’s angle window that reflects very little of the incident laser power. Polarized laser light
passes through the Brewster’s angle window with minimal attenuation and is absorbed in the optical
receiver, which converts the optical power to heat. The amount of heating power is then measured by
electrical substitution, so the device is a primary standard traceable to SI units through the electrical
substitution. The laser power that is applied to the DUT is interpolated in time from bracketing
measurements performed with the LOCR. The linear interpolation method is used to eliminate the effect
of linear drift in the applied optical power.

Energy calibrations are essentially the same as power calibrations, except that the period during which the
power is applied to the DUT is also measured. A digital counter records the period over which the optical
shutter is open. The applied energy is then calculated by multiplying the interpolated power by the period
during which the power is applied. The corrected rise calculation [4], used with many laser calorimeters
to measure energy, is also supported.

The calibration system’s laser source provides a polarized laser beam with stable continuous-wave (CW)
power at discrete laser wavelengths, but an optical chopper can be used with DUT's that require a chopped
signal, as shown in Figure 1. The beam’s absolute power is easily adjusted using the power stabilizer’s
electronics and external attenuators, and by adjusting the laser’s output power (when possible). When
operating at a power level of 1 mW, the stabilized source provides laser power with a standard deviation
of typically 0.001 %. Currently, 0.1 mW is the lowest power supported; but even lower powers can be
used, but with increasing uncertainty. The beam’s polarization axis is fixed in the vertical direction, but
the angle can be adjusted slightly by rotating the system’s polarizer.

The laser source produces a good quality Gaussian beam, the diameter of which is easily adjusted by
adjusting the optical system’s lenses. But, because of distortion, artifacts, and scattering produced by the
imperfect optical elements and finite apertures that are present in the system, the actual beams used are
only approximately Gaussian beams. The uncertainties introduced by the imperfect Gaussian beam are
evaluated and accounted for in the high-accuracy calibration system.

The range of laser wavelengths, approximately 425 to 1700 nm, the system can support is limited by the
power stabilizer and other optical elements. Currently we can provide lasers with vacuum wavelengths of
458.06,476.62,488.13,496.65,514.67,632.99,1064.42, 1343.09, and 1550.43 nm. New laser
wavelengths can be added, as required by customer demand. Support for ultraviolet and far-infrared
wavelengths is possible with additional optical equipment.

DUTs that output an analog voltage, have a GPIB interface, or have a direct-reading output are currently
supported. Support for devices with an RS-232 serial output will also be added in the next version of the
system. The calibration system can also measure sensor devices during the calibration. Examples of
sensor measurements include monitoring detector bias voltage and precision temperature measurements.
Sensors and DUTSs that produce an analog voltage are measured using the system’s digital multimeter
(DMM); GPIB devices are read directly by the data acquisition computer, but the operator must manually
enter data acquired from direct-reading devices. Also, an autonomous weather station is located in the



laboratory. The weather station logs air temperature, pressure, and humidity, so no additional sensors are
needed for these environmental parameters.

Calibrations at multiple power levels can be used to determine the DUT’s power linearity with a high
degree of accuracy, within the limited power range supported by the primary standard. Alternatively, the
customer can combine the absolute power with the DUT’s known power linearity, to adjust the
calibration factor for power levels other than the level used in the calibration. Similarly, calibrations at
multiple wavelengths can be used to determine the DUT’s spectral responsivity over a limited range.

2.2 Calibration Philosophy

Laser power and energy meters are calibrated without specific knowledge of many of the DUT’s
parameters. However, evaluation of many of the uncertainties associated with the DUT’s calibration does
require specific knowledge of some of the DUT’s parameters. Some examples are the DUT’s spectral
responsivity, power linearity, temperature coefficient, spatial uniformity, and sensitivity to beam
parameters such as polarization, incidence and divergence angles. Similarly, the uncertainty in the DUT’s
gain is unknown. To avoid having to gather the information from the customer or measure the DUT’s
properties ourselves, we specify in the calibration report the conditions present at the time of the
calibration.

Because of the DUT’s potential sensitivities to these parameters, the customer should provide more
detailed information than usual when submitting a detector for high-accuracy calibration. The customer
should specify what parameters they desire, such as beam parameters including diameter, divergence,
polarization angle, and power. Also important are parameters such as detector orientation, alignment
technique, cleanliness, electrical setup, and output signal processing method. The customer should also
specify what cleaning technique, if any, should be used with the detector; using an improper cleaning
technique can damage the detector or otherwise change its properties. Specific instructions for submitting
a detector for high-accuracy calibration are given in Appendix B.

There are two exceptions to this rule, in which the DUT’s uncertainty results from a property of the
calibration system that interacts with a known property of the DUT. The exceptions are for the correction
for the relative aperture transmittance correction and the DUT’s quantization uncertainty. The relative
aperture transmittance correction results from imperfections in the calibration system’s near-Gaussian
beam interacting with the fixed, finite entrance apertures of the standard and DUT. Quantization
uncertainty is caused by the calibration beam’s power varying less than the DUT’s quantization interval.

To calculate the correction for relative aperture transmittance, knowledge of the calibration system’s
actual beam profile and the standard and DUT’s apparent apertures is required. The correction is applied
by NIST because it is much easier to measure and correct the relative transmittance at the time of
calibration, than to provide sufficient information about the calibration beam’s profile and the standard’s
aperture to the customer.

Quantization is an issue with the digital electronics used in some DUTs. Some devices return a limited
number of digits in their power readings, which are insufficiently dithered. For such meters, the stability
of the calibration system’s beam power can result in multiple power measurements that have a standard
deviation of zero. In this case, the actual power can be anywhere within the DUT’s quantization interval,
so an uncertainty for its quantization error is assessed. For digital DUT’s in which the readings are
dithered, either internally or because of sufficient noise in the applied power, the quantization uncertainty
is reduced by averaging and becomes part of the measurement reproducibility. The necessity of assessing



a separate uncertainty for DUT quantization is determined by visual analysis of the readings acquired
during the DUT’s calibration.

2.3 Parameter Specification for End-User Uncertainty Assessment

Customers who desire high-accuracy calibrations typically use the DUT as a transfer standard in their
own laboratory to calibrate other detectors. The customer’s calibration system introduces uncertainty into
the calibrations they perform with the NIST-calibrated transfer standard. Given the low uncertainty in the
high-accuracy calibration provided by NIST, small sources of uncertainty that are usually negligible in
other calibrations can become significant and so must be accounted for. To aid the customer in assessing
these uncertainties, we specify parameters that are not usually provided with lower-accuracy calibrations.

An example high-accuracy calibration report is given in Appendix C. The parameters specified include a
description of the laser beam used in the calibration, details of the detector alignment, and the
environmental parameters measured by the autonomous weather station during the calibration. Some
quantities are derived, such as ideal Gaussian beam parameters for the applied laser beam and the local
air’s index of refraction.

The diameter of the laser beam used in the NIST calibration is important, because a change in the beam
size used with the detector may change its calibration factor. The beam diameter at the detector’s entrance
aperture, measured from its 1/e’ intensity points, is adjustable from about 0.5 to 4 mm. The diameter is
measured using a scanning-slit technique. The diameter of the beam on the detector’s actual
photosensitive element or elements can be different, depending on how far behind the entrance aperture
the elements are and how much the beam diverges. To provide the customer with enough information to
calculate how the beam changes with distance, we specify the derived full-width beam divergence angle

at the detector’s entrance aperture and the parameters necessary for modeling the approximately Gaussian
beam.

The uncertainties in the centering of the beam in the detector’s entrance aperture and in the angle of
incidence of the beam entering the detector are specified because they can impact where the beam falls on
the detector’s photosensitive element or elements. Uncertainty in the location of the beam in the
detector’s aperture can cause uncertainty in the detector’s responsivity, because of imperfections in the
detector’s spatial uniformity. The angle of incidence can cause increased uncertainty in the location of
the beam, depending on how far behind the entrance aperture the detector element or elements are, and
some detectors are sensitive to the angle of incidence of the light itself.

The orientation of the detector relative to the beam’s polarization angle is also specified, because some
detectors have a different responsivity for different polarizations. The polarization angle in the NIST
calibration system is approximately vertical relative to the optical bench. Statements such as “the detector
was mounted with its mounting hole down” and “the beam was vertically polarized” describe the
orientation. This information tells the customer the basic orientation of the DUT with regard to the beam
polarization, but if the DUT’s responsivity is sensitive to the beam’s polarization angle, additional
uncertainty analysis and a more precise measurement of the polarization angle relative to the detector may
be necessary.

Laser wavelength and spectrum are specified, because some DUTs are spectrally sensitive. We use
single-longitudinal-mode lasers when possible, because they produce a very narrow spectral line, with a
center wavelength that can be measured very precisely. But multiple-longitudinal-mode lasers may also
be used because of their greater availability and lower cost. An upper bound for the half-power linewidth
of the main spectral line is stated, along with the center wavelength. The center wavelength of lasers with



a single dominant narrow spectral line (narrower than 15 THz, about 10 nm at 633 nm) is measured with
a precision wavelength meter. Some lasers produce multiple spectral lines; their spectra are usually
described in the text by stating the distance between the different lines and their relative intensities.
When the main spectral line is too broad or other lines with sufficient intensity are present, the precision
wavelength meter cannot be used. The wavelength of such lasers is measured using an optical spectrum
analyzer, with a corresponding increase in uncertainty. If a laser’s spectrum is too complicated to be
described succinctly, a graph of the spectrum as measured with an optical spectrum analyzer can be
included in the report.

The laser’s wavelength in vacuum is specified, since it is invariant as opposed to the air wavelength,
which changes with the air’s index of refraction. Also, spectrally sensitive detectors that correct for
wavelength internally usually require the vacuum wavelength. The provided local air index can be used
to derive the air wavelength from the vacuum wavelength, if desired. Currently five lasers are supported,
a 633 nm He-Ne laser, 1064 nm, 1340 nm, and 1550 nm solid-state lasers, and a visible-wavelength
tunable argon-ion laser.

The temperature, barometric pressure, and relative humidity present during the NIST calibration are
measured using the system’s autonomous weather station, and are specified in the calibration report.
Temperature usually has the greatest effect on the responsivity of most detectors. Therefore, if the
detector is used at a temperature different from that during the NIST calibration, an adjustment to its
calibration factor may be necessary, depending on the magnitude of the temperature difference, the
DUT’s temperature coefficient, and the customer’s uncertainty tolerance. Also some detectors, such as
the LOCR, are sensitive to temperature change, so the room temperature is held constant during the
calibration. The weather station measures the air temperature near the detectors, but a precision analog
temperature sensor can be placed in direct contact with the detector for a more precise measurement, if
desired. Similarly, a change in the relative humidity or pressure can also affect a detector’s responsivity.
For example, high humidity can cause problems with detectors; such problems range from a slight change
in the detector’s absorptance, to condensation forming on cooled parts. The humidity at the NIST
laboratory in Boulder, Colorado is not controlled. The relative humidity in the laboratory is usually
between 20 and 50 %, but occasionally rises to higher levels.

The index of refraction of the air at the time of the calibration is calculated [5] and specified in the
calibration report. A change in the air’s refractive index can affect the performance of some DUTs,
usually by changing the amount of light that is reflected from the detector. While local changes in the
refractive air index are usually very small, the index can be significantly different at other locations.

Since the Boulder branch of NIST is located at a relatively high altitude, the difference from that at sea
level is significant. The refractive index of air in Boulder is typically 1.00022. The index is calculated
using the measured environmental parameters, assuming typical values for other parameters, such as CO,
content. The uncertainty in the calculated index is dominated by the uncertainty in the measured
environmental parameters.

Additional parameters are specified for particular DUTs. For example, some detectors require application
of a bias voltage using an external power supply, and the magnitude of the applied voltage can affect the
detector’s responsivity. So if an external bias voltage is applied by NIST, the voltage is measured and
stated in the calibration report. Some detectors require a chopped signal. For these detectors, the chopper
frequency can be measured and specified. Similarly, when detectors require unusual tuning or alignment,
the procedures used to tune or align the device are also specified. If a NIST amplifier or measurement
device is used with the customer’s detector, the uncertainty of the NIST equipment is assessed and
specified. The uncertainty of customer-supplied equipment is not assessed.
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3. SYSTEM DESIGN AND IMPLEMENTATION

While conceptually simple, performing calibrations with the lowest possible uncertainty is difficult.
Many sources of small uncertainties, typically considered negligible in less accurate calibration systems,
are not negligible in the high-accuracy calibration system. The high-accuracy system was designed to
minimize and account for the uncertainty caused by external influences.

3.1 High-Accuracy Calibration System
A block diagram of the high-accuracy calibration system is shown in Figure 2. Development of the

system was frozen in this configuration for introduction to the measurement community at the NewRad
97 conference [6] and so that special test calibrations could be performed for customers.

3.1.1 Data acquisition system: The data acquisition system is controlled by the process control computer,
which is programmed using Visual Basic. It controls all the motion control hardware, timing, acquisition,
and storage of the test meter power readings. Test meters with analog voltage, digital GPIB, and direct-
reading outputs are supported. The system can also acquire data from sensor devices, such as temperature
probes or power supply voltages. The acquired data are stored in spreadsheet format and the calculations
are performed on the spreadsheet, so that the data processing is fully documented. The LOCR itself is
treated as a direct-reading meter that is manually operated using the separate LOCR computer.

3.1.2 Laboratory environment: The laboratory was designed to minimize environmental influences on the
calibration system. A precision room-temperature control system is used in the lab, which regulates the
room temperature to within a few tenths of a degree Celsius. An autonomous commercial weather station
is used to monitor and document the laboratory environment. The weather station measures and records
the air temperature, relative humidity, and barometric pressure using internal sensors. The weather
station also has an external air temperature sensor that is placed near the detectors to record the air
temperature near them. The weather station itself resides on the lab table, where it measures the
conditions near the laser source. A significant temperature gradient can exist between the internal and
external temperature sensors, depending in part on how much heat is produced by the laser on the lab
table. The weather station records the measured environmental parameters internally; the recorded data is
periodically transferred to the process control computer, at least once a day. The weather station’s
temperature sensors have a resolution of about 0.05° C. When necessary, greater temperature precision
can be obtained using stand-alone temperature sensors, monitored directly by the calibration system.

To keep dirt and dust off the lab table and optics, the table is enclosed and a High Efficiency Particulate
Air (HEPA) filter is used to force clean air into the enclosure. The lab table enclosure is shown in Figure
3; it provides a clean and dark optical environment for the detectors. One obvious sign of the enclosure’s
effectiveness is a lack of dust particles, which are commonly observed passing through visible laser
beams; such dust can add to the laser power instability as the particles drift through the beam. The air
flow through the enclosure is not laminar because eddies are formed inside the enclosure, but the
improvement in the cleanliness of the lab table is significant. The HEPA filter housing also contains
fluorescent lights for illumination of the lab table during setup and an air ionizer that prevents the buildup
of static charge.

A problem with static charge was noted when the few dust particles inside the enclosure were found to
stick to the optical elements. The particles can become charged and can cling to metal and glass. They
can be difficult to remove; rubbing with a brush treated with radioactive material is partially effective, but
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Figure 3. High-accuracy calibration system laboratory table and enclosure.

washing the contaminated element was frequently required. The problem was greatly reduced by the
addition of the air ionizer, placed in the air flow below the HEPA filter.

To prevent light transmission, the enclosure’s side and top panels are made of black plastic. The inside of
the panels is painted with a flat-black paint and textured to reduce specular reflections. Between the
optical source and the detectors is a shield against scattered light. The shield is made of aluminum that
was sanded and painted with a flat-black paint. The shield prevents the light scattered by the elements of
the optical source from reaching the detectors. It also provides an approximately uniform dark field with
constant temperature around the beam. The top of the enclosure over the LOCR can be removed, so that
the liquid-helium transfer line can be inserted. When not in use, the liquid-nitrogen transfer line (not
shown) hangs from the top of the enclosure; nitrogen fills can be performed with the enclosure’s top in
place.

The enclosure panels behind and to one side of the LOCR are left open, to facilitate routing the numerous
cables onto the lab table, and to provide a passage for the clean air to escape without pressurizing the
enclosure. The airflow out of the enclosure caused by the HEPA filter is not noticeable, but is strong
enough to prevent dust from entering the opening. The HEPA filter runs continuously, except for when
the minor draft it creates causes excess instability in test detectors.

Not shown in Figure 3 is a small ventilation hood, which was recently added to the enclosure panel above
the LOCR. The hood draws the gasses released by the boiling cryogens out of the laboratory. Significant
oxygen depletion can occur when the large amounts of nitrogen and helium gas are released during

LOCR cryogen filling, which can be a serious safety hazard for the operator. Therefore the oxygen
content of the air is monitored during cryogen fill, to warn of any oxygen depletion that may occur. Air



flowing out of the ventilation hood is exchanged with fresh air from the building’s ventilation system, so
the gas concentrations return to normal atmospheric values after about an hour. A second independent
ventilation system with flexible ducts was also recently added. Located over the optical source plate, it
provides ventilation for air-cooled lasers.

Electrical power for the lab is isolated from the building by use of filtered surge suppressors, placed
before and after an uninterruptible power supply (UPS). A “true” UPS is used, so that equipment with
linear power supplies can be run from its inverter; the device continually runs its inverter, which produces
an approximately sinusoidal output. Devices called “back” UPSs should be avoided, because some
provide a simple square wave output when running from battery, which is sufficient for switching power
supplies like those in a computer, but can damage devices with a linear power supply. Also, all back
UPSs have a delay when switching from line power to battery power. The UPS used in the system also
employs an internal isolation transformer. The isolation transformer helps filter power line noise by
breaking the conductive path for low frequency noise and regenerates the line-neutral to earth-ground
connection.

Most of the laboratory’s electrical systems are powered by the UPS, except for devices that have a large
power consumption, such as the computer monitors, HEPA filter, turbomolecular pump, hot air gun, and
some of the lasers; these devices are protected only by surge suppressors. All of the electronics (except
the turbomolecular pump, hot air gun, and some lasers) are connected to a single power circuit and
ground to help reduce noise. It is not intended that the entire laboratory be run for long periods of time
off the UPS’s battery, but the UPS does keep the system from resetting during short outages. Also, the
UPS can provide continuous power for devices that need it, such as the ion pump, during longer outages.
Filters in the surge suppressors and UPS help keep high-frequency conducted noise out of the laboratory
electronics.

Electrical shielding is provided to help reduce the amount of electrical noise in the system. The LOCR
bridge electronics are isolated from the common electrical ground and its cabling is well shielded.
Laboratory electronics used for test detector output measurement are also well shielded; for example, the
system’s digital multimeter (DM M) utilizes a guard shield that is switched by the three-pole multiplexer
and propagated to analog voltage devices using shielded twisted-pair cabling. The multiplexor can also
apply earth ground, or ground straps located on the laboratory table can be used when necessary. The
effectiveness of the shielding is evident in the excellent measurement results produced by the system,
despite the electrical noise present in the lab.

3.1.3 Mechanical systems: The lab table layout is shown with greater detail in Figure 4. The optical
source resides on the elevated optical source breadboard, which is supported by five manually operated
leveling posts. The posts provide accurate height adjustment, with a resolution of 0.25 mm. The LOCR
is bolted to a small raised platform mounted on the detector breadboard. The raised platform reconciles
the height difference between the two breadboards.

The detector breadboard is attached to a large, stepping-motor driven, ball-bearing linear translation
stage. The stage has a load carrying capability of 90 kg and the load (not including test detectors) is
approximately 75 kg. The LOCR itself weighs approximately 50 kg, when fully loaded with cryogens.

Significant backlash in the detector stage’s motion can occur. To minimize the potential backlash,
motions are always concluded in a preferred direction. When motion in the opposite direction is required,
the target location is over-shot by a few millimeters and the stage moves back to the target in the
preferred direction. The preferred direction is also the direction in which the stage’s drive nut contacts its
fixed mount, so that there is no change in the absolute position even if the drive nut’s clamp loosens. The
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Figure 4. High-accuracy calibration system’s laboratory table layout.

resulting unidirectional reproducibility is approximately +0.04 mm, which is negligible compared to the
alignment uncertainty, which is usually a few tenths of a millimeters or more.

A second motion-controlled stage, the chopper stage, is used to move an optical chopper into the beam’s
path, for detectors that need chopped signals. A third and forth stage, not shown in the figures, are
combined in an x-y configuration. The x-y stage will be used to perform experiments such as scanning-
slit beam diameter measurements, pinhole scans to measure the beam profile, precision detector centering,
and detector spatial uniformity scans. The process control software does not currently support the x-y
stage.

To smooth their motion, all of the motion-controlled stages used in the system are driven with a ramping
acceleration. The maximum speed and acceleration time are set with user-accessible options in the
process control software. The detector stage’s ramp time of 4 s is long enough to prevent excessive
sloshing of the liquids in the cryogenic reservoirs, without resulting in motions so slow that the stage
takes excessive time to translate.

Laser power supplies are placed on the lab table around the optical source breadboard. During
calibrations, a movable table is placed behind the lab table, as shown in Figure 4. Detector electronics are
placed on the movable table. The movable table must be moved out of the way during liquid-helium fills
and turbomolecular pump operation.
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3.1.4 Gas and cryogen handling systems: Both liquid and gaseous He and N, are used in the High-
Accuracy Calibration System. The cryogenic liquids are used to cool the LOCR. The N, gas is used
during LOCR pre-cooling and as a dry gas for venting and general cleaning purposes. The He gas is used
primarily for pressurizing the liquid-helium container when liquid is transferred.

Valves with quick disconnect fittings for the He and N, gasses are conveniently located on the corner of
the lab table, as shown in Figure 4. A variety of extension lines with quick disconnect adapters can be
attached to the valves. Extensions include a high-pressure nozzle with trigger, a fitting designed to attach
to the liquid-helium container for pressurization, and a line with knurled adapter for attachment to the
rubber and plastic tubing used during LOCR pre-cooling and turbomolecular pump venting. Flexible
plastic tubing is used in the gas delivery system; the tubing is purged with clean gas before use. The
quick-disconnect fittings contain internal valves that close when the adapter are not connected, which
helps prevent contaminants from entering the gas system. The fittings and valves can be operated while
wearing insulated cryogenic gloves, which are worn whenever the cryogenic liquids are being handled.

The gas systems use high-pressure industrial-grade gas cylinders. Pressure regulators that are optimized
for the delivery of gas at relatively low pressure (200 kPa maximum) are used with the cylinders. The
gaseous He pressure regulator uses a metal diaphragm to prevent He leaks inside the regulator, and is
capable of regulating a small negative pressure, so that the liquid-helium temperature can be lowered by
applying a small vacuum to the LOCR’s liquid-helium reservoir. The He gas will slowly permeate
through the plastic tubing, so a vacuum is generated in the line when the valves at each end are closed.
Valves that isolate the regulator from the plastic tubing are therefore always closed when the gas is not in
use, to prevent the regulator from being damage by the vacuum. When not in use, both gas cylinder’s
main valves are always closed and the pressure in the regulators released, for safety and to protect the
regulators.

The LOCR requires liquid helium and nitrogen, which are stored in commercial cryogenic liquid storage
containers. The liquid-nitrogen container holds 160 | and the liquid-helium container holds 100 1. When
performing calibrations, the liquid nitrogen is consumed in about two weeks and the liquid helium is
consumed in about one month. The lead time for obtaining full containers is about two days for liquid
nitrogen and two weeks for liquid helium. The liquid nitrogen is delivered through a flexible, insulated
transfer line about 6 m long, which has a device called a vapor-phase separator at the LOCR’s end. The
phase separator allows the N, gas to escape while the liquid-nitrogen pours into the LOCR. The pressure
of the boiling liquid inside the storage container is sufficient to push the liquid-nitrogen through the
transfer line at an adequate rate. The liquid helium is delivered through a short, rigid, vacuum-insulated
transfer line. The liquid-helium storage container is pressurized using He gas, to move the liquid more
quickly through the transfer line. The liquid-helium transfer rate is closely monitored and controlled by
the application of He gas pressure, because the transfer becomes increasingly inefficient if the liquid is
transferred too slowly, or if the storage container is over-pressurized.

3.1.5 Optical system: The stabilized laser source is optimized to provide laser power that is very stable
with time. The laser source resides on the optical source breadboard, shown in detail in Figure 5. The
laser beam is vertically polarized and is delivered to the detector plane in an approximately Gaussian
beam. The detector plane, shown in Figure 4, is where the detector’s entrance or limiting aperture is
placed.

Some beam quality is sacrificed in favor of power stability. The laser beams have high coherence, so to
prevent interference from occurring, optical feedback must be avoided. The optical components are tilted
to prevent back-reflections from reaching the laser and to prevent the formation of interferometer cavities
within and between components. The tilt causes additional coma distortion in the lenses, but the
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additional distortion is preferable to|the power instability. Spherical doublet lenses are used to reduce the
distortion caused by the tilt, and are carefully adjusted so that the beam passes through their centers,
thereby minimizing the distortion. Other components, such as the polarizers and attenuators, are also
tilted to prevent back-reflections. The polarizer tilt is performed carefully to prevent exceeding the
polarizer’s acceptance angle. Parallel-plate beam splitters are used with the power monitor elements, but
the beam splitters are relatively thick, and are placed in the beam at an angle of about 45°, so that
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interference does not occur in them. Thin optical elements are avoided, because even when tilted, a thin
element can still produce interference fringes.

The lasers used in the stabilized source must meet several criteria. Ideally, the lasers should produce a
linear polarization that is stable with time, a Gaussian laser beam, a single longitudinal mode or at least a
single spectral line, and a stable or slowly drifting power. A stable, linear polarization is desired because
polarization angle changes will become amplitude variations when the beam passes through Polarizer 1;
lasers with other polarizations would be acceptable so long as the component with a linear polarization
has a constant power. Lasers that produce a Gaussian beam are desired because Gaussian beams can be
accurately modeled and are fully described by specifying the beam’s waist location and diameter. Free-
space lasers that produce only the TEM,, mode and laser beams delivered through a single-mode optical
fiber produce a Gaussian beam of adequate quality. But if an optical fiber is used, the fiber must preserve
the beam’s polarization and a collimating lens is needed. Lasers with a single longitudinal mode or at
least a single spectral line are desired, but filters can be used to clean up the spectrum of some sources
with multiple spectral lines. Lasers that produce a stable or slowly varying power are desired because the
laser power controller (LPC) cannot compensate for very large changes in beam power or for high-
frequency fluctuations.

The lasers currently used produce approximately Gaussian beams with 1/e” intensity diameter of about
0.25 to 1.0 mm at the laser’s output aperture and a divergence angle of a few milliradians. Larger or more
divergent beams can be significantly clipped by the circular entrance aperture, 4 mm in diameter, on the
LPC modulator and monitor, resulting in undesired diffraction artifacts. As shown in Figure 5, the

1550 nm laser uses an optical fiber with an attached collimating lens. The others lasers shown have a
free-space output. The layout shown in Figure 5 is typical, but other lasers are available, and when
desired, a longer beam path can be constructed using additional mirrors.

The optical system’s polarizers are calcite, so a very good extinction ratio of about 100,000 to 1 is
obtained. Polarizer 1 is a Glan-Laser calcite polarizer, which can withstand a relatively high peak power,
but has a narrow and asymmetric acceptance angle that is increasingly narrow at infrared wavelengths.
To ensure that Polarizer 1 is placed so that the incident beam is close enough to normal incidence, its
back reflection is traced all the way back to the laser’s output aperture and the polarizer is angled just
enough to prevent its back reflection from entering the laser. Polarizer 2 is a Glan-Thompson calcite
polarizer, which has a larger acceptance angle, so it can be angled more than Polarizer 1 but it cannot
withstand as much power as the Glan-Laser polarizer.

Most of the components are mounted on carriers along rails 1 and 2. The carriers provide smooth
translation along the length of the rail, without rotation or translation in other directions. The carriers
used with the lenses and irises have a built-in translation stage that provides fine alignment control in the
horizontal plane, perpendicular to the length of the rail, without rotation or other translation. The optical
components are mounted to the rail carriers using post holders, which allow the components to be rotated
without translation. The two rails and the laser sources are at right angles to each other, and mirrors 1 and
2 are used with an incidence angle of 45° to help reduce mixing of the beam’s polarization. Protected
silver front-surface mirrors are usually used, but dielectric mirrors are also available when more efficient
transmission in the visible spectrum is needed. The beam is directed with the optics so that it travels over
the center of the rails at a constant height between components. Other components, such as the laser
mounts, attenuator 1, and any interference filters are mounted directly to the optical source breadboard.

Attenuator 1 and any interference filters are placed in front of the laser, mounted directly to the optical

source breadboard. To limit the amount of power at the filters, the majority of the attenuation is
performed with attenuator 1, before the interference filters. Attenuator 2 is used to further reduce the
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power to about 2 mW at the input to the LPC modulator. Attenuator 1 uses neutral-density reflective
filters, and attenuator 2 uses absorbing glass filters; both are placed in the beam at a small angle to
prevent interference.

Lenses 1 and 2 and the mounted pinhole form a spatial filter. The lenses are tilted slightly to prevent back
reflections from entering the LPC modulator. The spherical, acromatic-doublet lenses are positioned so
that the beam passes through the approximate center of each lens, to reduce the coma distortion caused by
the tilt; the lenses can be used slightly off-center to steer the beam as necessary to compensate for
imperfections in Polarizer 1 and the LPC modulator. The two lenses are tilted in opposite directions to
prevent a horizontal translation of the transmitted beam. Acromatic-doublet lenses are used instead of
single-element lenses so that there are more refracting surfaces, to reduce spherical aberration over a
wider range of wavelengths. Lens 1 is placed at a distance from the LPC modulator to minimize the tilt
angle required to prevent the back-reflection from re-entering the modulator, but a tilt of a few degrees is
usually necessary because the spherical surface of the lens causes the back reflection to diverge. The
spherical lenses require less tilt and produce less aberration with the same tilt than comparable single-
element parabolic or “best form” lenses.

Several lens pairs, each with a diameter of 2.54 c¢m, are available with focal lengths of 50, 75, and

100 mm. The lenses are used throughout the visible to near infrared spectrum. The lenses have a single
layer of antireflection coating optimized for visible wavelengths, but they have sufficient transmission to
allow operation at infrared wavelengths. Irises 1 to 3 are used during beam alignment and are used to
block back reflections and scattered light after alignment, but are not used to restrict the extent of the
Gaussian beam (which would produce diffraction artifacts).

In the high-accuracy calibration system, the spatial filter [7], which consists of Lens 1, Lens 2, and the
pinhole, is used somewhat differently than usual. The beam illuminating Lens 1 is an approximately
Gaussian beam, produced by the laser source. Therefore, Lens 1 causes a Gaussian beam waist to form at
a location slightly behind the Fourier plane. A pinhole aperture is placed at the beam waist to effectively
remove any higher spatial frequencies present in the incident beam. Scattered optical power, which
surrounds the approximately Gaussian beam, is effectively removed by the spatial filter. The spatial filter
does not create a Gaussian beam from a non-Gaussian source, it helps remove only non-Gaussian
components.

The pinhole used in the spatial filter has a diameter at least twice the size of the 1/e” intensity diameter of
the Gaussian beam waist, so that the intensity of the light at the edge of the pinhole is small and the
resulting diffraction produces minimal artifacts in the reconstructed beam. In practice, the result is that
the scattered power around the incident Gaussian beam is effectively removed, but the Gaussian beam
itself is essentially unchanged. This modified spatial filter can significantly improve the beam quality,
since there is usually significant scattered power produced by the mirrors, polarizer, attenuators, and the
laser source itself. But the quality of the Gaussian beam emanating from the modified spatial filter is
therefore only as good as the quality of the Gaussian beam produced by the laser source itself, so it is
important that the laser source itself is aligned well. The optical system can degrade the Gaussian beam’s
quality, but does not improve it, other than by removing the non-Gaussian components or scattered light.

To control the size and divergence of the beam in the detector plane, the location of Lens 2 is also varied
from that in the classic spatial filter. The lens focal lengths and the distance from the laser source to Lens
1 can also be varied to obtain other beam sizes and divergence angles, but varying the location of Lens 2
provides a fine control for the size and divergence of the resulting beam. Because the beam produced is a
good approximation to the ideal Gaussian beam, the behavior of the beam is accurately predicted using
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the Gaussian beam model described in Appendix D. The size of the beam waist formed between the
lenses is also determined using the model.

The optical shutter uses a plastic-coated blade that opens and closes quickly, with rise times and delays
that are less than 10 ms. The amount of time the shutter is open is measured with the exposure counter,
which is a precision time-interval counter that is accurate to better then 0.001 % (for time intervals in
seconds). Asymmetry in the shutter switching time is not accounted for in the measurement, but is
usually negligible compared to the period during which the shutter is open. The period in which the
shutter is open is important for energy meters only, where the energy is the average power multiplied by
the period the shutter is open.

The final element in the optical source is a circular final aperture. The final aperture is mounted to the
shutter’s housing, so that its location relative to the laser beam is constant when the height of the optical
source is varied. The final aperture is a 4 mm diameter, painted ceramic aperture; it is used primarily to
block a stray beam that is produced by Polarizer 2. The final aperture must be accurately aligned, or it
can significantly clip the laser beam and cause diffraction artifacts in the detector plane. A larger final
aperture can be used to accommodate other beam diameters, but an aperture much larger than 4 mm may
not block the stray beam. The stray beam diverges from the main beam at a small angle, so the final
aperture must be small and placed sufficiently far away from Polarizer 2 so that the stray beam diverges
enough to be blocked by the aperture, hence its mount extends to the detector’s side of the scattered light
shield. The stray beam is visible when the 633 nm laser is used; it may not be detectable with IR cards at
infrared wavelengths, but probably is still present. If the final aperture were not present, the stray beam’s
divergence is typically such that it would be captured by a detector with a limiting aperture of 10 mm
diameter, but missed by a detector with a limiting aperture of 5 mm diameter. This effect would be
compensated for by the relative aperture transmittance correction, but the measurement uncertainty is
lower when the problem is eliminated by using the final aperture. Additionally, the stray beam may have
a different polarization from that of the main beam, which would complicate the LOCR Brewster’s angle
window transmittance and the measurement uncertainty analysis, if the beam were not blocked.

Because it is not much larger than the beam’s diameter, the final aperture does produce diffraction
artifacts in the detector plane, but the minor diffraction artifacts are preferable to the stray beam that
would otherwise be present. To minimize the diffraction artifacts, the final aperture’s diameter should be
at least twice as big as the 1/¢” intensity diameter of the beam at the aperture. Conversely, the small final
aperture can help block diffraction artifacts and scattering produced by the elements in the system that are
after the modified spatial filter. The precise effect of the final aperture on the beam profile in the detector
plane can be studied in detail using precision beam-profile scanning techniques, such as that recently
developed for measuring the mode field diameter of an optical fiber [8].

3.1.6 Laser power stabilization system: Laser power stabilization is provided by the laser power
controller (LPC). The LPC consists of three separate parts; the LPC modulator, the LPC monitor, and the
LPC electronics. The LPC modulator uses a liquid-crystal device to rotate the polarization of the
transmitted laser beam, by up to 90°. Polarizer 2 demodulates the beam, converting the polarization
modulation to an amplitude modulation. Polarizer 2 also removes any polarization mixing caused by the
intervening lenses of the spatial filter, ensuring that a strongly polarized beam is delivered to the LOCR
Brewster’s angle window. The LPC monitor is placed after Polarizer 2, so that it measures the power in
the demodulated beam. A parallel-plate beam splitter in the LPC monitor samples a small portion of the
beam and the sampled beam’s power is measured using an internal detector. The monitor’s power
measurement is fed to the LPC electronics, where a control system produces the modulator signal. The
LPC monitor’s beam splitter and detector combination are calibrated in the factory, so that the power
measured by the detector can be related to the absolute power in the transmitted beam.
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The LPC modulator and LPC monitor are each housed in identical, precision-engineered enclosures. The
beam passes through the devices with no appreciable horizontal offset or angular deflection, but a small
vertical offset is produced. The enclosures have fixed circular apertures: a 4 mm diameter entrance and
5.5 mm diameter exit apertures. The beam must be small enough at these apertures to keep any resulting
diffraction artifacts to a minimum, so the beam should have a 1/e¢” intensity diameter of one-half the
aperture diameter or less. This requirement is usually easily met at the LPC modulator, where the
Gaussian beam has a relatively small diameter; but the size of the apertures on the LPC monitor, which is
much closer to the detector plane, can limit the diameter of the largest usable beam. The LPC modulator
and monitor can however produce a slight wavelength-dependent angular deviation in the vertical plane.
The offset produced by the LPC modulator is compensated for by slight steering with Lens 1. The
deviations are small, typically a few milliradians.

Two complete LPC systems are available in the high-accuracy calibration system. The visible
wavelength LPC uses Si detectors to measure the power and is designed to operate at wavelengths from
425 to 780 nm, with input laser power from 0.5 mW to 4 W. The infrared wavelength LPC uses InGaAs
detectors and is designed to operate at wavelengths from 950 to 1,700 nm, with input laser power from
0.5 mW to 2.0 W. Each modulator has a maximum optical transmission of 80 to 85 %, within the stated
wavelength range. The LPCs can be used outside their specified wavelength range, but the optical power
reported by the LPC electronics will be inaccurate and the stabilizer’s performance will be reduced.
Therefore, operation over the wavelength range of 780 to 950 nm is possible with the available
equipment, albeit at reduced performance.

The LPC monitor uses a parallel-plate beam splitter, set at an angle of 45°. The beam splitter is oriented
so that it is near Brewster’s angle for the transmitted beam’s polarization, so very little of the power is
reflected to the monitor detector. The beam splitter is thick enough (a few millimeters) to prevent
interference from occurring. The small sample ratio limits the LPC to a usable minimum power of about
100 pW, lower powers become increasingly noisy because of noise in the monitor detector. Powers
lower than 100 oW can be achieved without adding excessive noise, by mounting the power monitor so
that it is rotated 90° around the beam’s propagation axis, then a greater percentage of the transmitted
beam is reflected to the monitor detector, improving its signal-to-noise ratio. The upper power range of
the LPC is ultimately limited by the damage level of the LPC modulator’s liquid crystal, but in practice
the lasers used limit the power to about 10 mW. Both the LPC modulator and monitor have internal
neutral density filters, which are used to attenuate the power reflected to the monitor detectors inside the
modules, when high powers are used. The LOCR cannot be used with powers much greater than 1 mW,
but transfer standards could be used with higher powers.

The spectral response of the monitor detectors used in the LPC is calibrated at the factory. The vacuum
wavelength of the beam being stabilized is entered into the LPC electronics, where the monitor’s spectral
response is corrected. The resulting power measurement, which is accurate to within a few percent, can
be displayed on the LPC electronics and read through its RS-232 port.

The LPC modulator can also function independently of the external LPC monitor. Each LPC modulator
module contains an internal polarizing beam splitter and internal monitor detector, so can be used without
the external polarizer and LPC monitor. The LPC modulator’s internal monitor is used during source
alignment, but to compensate for loss and polarization mixing in the spatial filter and loss in Polarizer 2,
the external LPC monitor is used during calibrations. Polarizer 2 has a greater extinction ratio than the
polarizer in the LPC modulator and is the last polarizer in the optical system, so it sets the polarization
angle of the beam at the detectors. Polarizer 2 can therefore be used to adjust the polarization angle to
match the orientation of the LOCR’s Brewster’s angle window. Using the current mount, rotating the
LOCR’s window mount is difficult and impossible to do with precision, while adjusting the beam
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polarization with Polarizer 2 is simple. However, to minimize the power loss and maximize the dynamic
range of the system, the polarization angle of the laser source, Polarizers 1 and 2, and the LPC
modulator’s internal polarizer should all be set as close as possible to the same angle.

The LPC electronics is a control system that is effective at compensating for drift in the input laser power,
within its bandwidth of 5 kHz. Large noise spikes or drift can exceed the device’s modulation range, so
the LPC electronics package includes an error light that flashes when the modulator is driven out of
range. When operating properly, the power drift is typically less than 0.05 % peak-to-peak per hour, for
powers around 1 mW. The error light will illuminate continuously if the modulator is driven completely
out of range and no regulation is provided. A computer can be used to check the LPC error status and
transmission ratio, through the LPC electronic’s RS-232 port, to ensure it is operating within its range.

3.1.7 The relative aperture transmittance correction: The high-accuracy calibration system’s optical
source is designed to deliver to the detectors a good approximation of the theoretical Gaussian beam.
Probably the most significant difference between the actual and theoretical Gaussian beams is that the
actual beam contains more power away from the beam’s center than the theoretical Gaussian beam does.
The spatial filter helps reduce the scattered power from around the Gaussian beam, but some remains and
the subsequent optical elements can produce more. To compensate for this imperfection, the relative
aperture transmittance correction, called 7%, is applied.

A Gaussian beam has the majority of its power contained near the center of the beam and the beam’s
intensity drops rapidly at increasing distance from its center. Technically the beam has tails that extend to
infinity, but they become very small after a few beam radii. If a detector’s limiting aperture diameter is
several times the size of the Gaussian beam’s diameter, it is common to assume that the detector captures
the entire beam. However in the real optical system, there is significantly more power in the tails than in
the theoretical Gaussian beam, so the amount of power that is not captured by such detectors can be
significant in a high-accuracy calibration. Detectors with entrance apertures that are different sizes or
shapes can therefore be exposed to different absolute powers, even if their apertures are many times larger
than the beam.

The correction factor T, compensates for the amount of power that is missed by the standard and test
detectors, so that the resulting detector responsivity calibration factor is based on the amount of power
that was actually delivered through each detector’s entrance aperture. Usually, the customer specifies a
beam diameter that is several times smaller than their detector’s aperture, with the assumption that
essentially all of a theoretical Gaussian beam will be captured. The correction Ty, is consistent with this
assumption, and in this case, | Tz, - 1| is a measure of the imperfection in calibration system’s beam. But
more generally, the correction results in the same calibration factor being obtained for given test and
standard detector, independent of the beam’s actual intensity profile, so long as both the standard and test
detector’s responsivity is uniform and linear within their apertures. In practice, the T}, correction is
usually negligible compared to the overall uncertainty in the calibration, unless the test and standard
detectors have very different aperture sizes.

There is historical precedent for applying a correction for a detector’s aperture transmittance. The relative
aperture transmittance correction is similar in concept to the spillover monitor-based correction used with
an old device, the NIST BB calorimeter [9]. In the BB’s application, the total energy in the beam was
desired. It was evident that the BB’s optical receiver could miss a significant portion of the large multi-
mode beam usually used with the calorimeter, so a spillover monitor (which has an entrance aperture
much larger than the calorimeter’s) was added to measure the amount of energy spilling over the
calorimeter’s aperture. Originally, the spillover monitor was used only as a quality control measure, to
determine wheather the calorimeter is capturing enough of the beam to meet its specified uncertainty. An
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uncertainty was assessed for the expected spillover and the monitor was used to determine whether the
actual amount of spillover was within the assessed uncertainty limit. The spillover was later corrected
for, to obtain lower calibration uncertainties.

The aperture referred to in this discussion is ideally the detector’s limiting aperture. But some detectors
have no physical limiting aperture and the size of their entrance aperture can be deceiving. With such
detectors, the optically responsive element inside can be smaller than the entrance aperture, so some light
entering their entrance aperture misses the detector, even if the light rays are perfectly collimated. For
these detectors, an equivalent limiting aperture called the apparent aperture is used. The apparent
aperture of such a detector is shown in Figure 6; the detector’s apparent aperture is clearly much smaller
than its approximately 12 mm diameter circular entrance aperture. The apparent aperture is simply the
50 % contour line in a spatial uniformity scan of the detector’s responsivity [10].

The 50 % responsivity contour is used because it inscribes the edge of the detector’s physical limiting
aperture, when one is present, so long as the beam used in the uniformity scan is small compared to the
aperture’s feature size. For example, when a scanning beam is centered over the edge of a relatively large
limiting aperture, half will fall on the detector and half will be blocked, so the responsivity drops 50 %
from when the beam is centered in the aperture. Since the real scanning beam is not infinitely small
compared to the aperture, the measured apparent aperture will be somewhat smaller than the actual
limiting aperture. When the Gaussian scanning beam’s 1/e* diameter is one-fifth the minimum aperture
diameter or less, the reduction in the size of the measured apparent aperture is considered sufficiently
small for the purpose of estimating a detector’s T} ,, given that the uncertainty in the measurement of T,
itself is relatively large. The process used to measure T}, is described in Section 4.1.5 and Appendix E.

3.2 The LOCR Primary Standard

The primary standard used in the high-accuracy calibration system is a laser-optimized cryogenic
radiometer, abbreviated as LOCR. Cryogenic radiometers provide the most accurate means of measuring
absolute optical power that is currently available. The uncertainty of the primary standard’s power
measurement directly limits the uncertainty obtainable with the calibration system, so a cryogenic
radiometer primary standard is necessary to
achieve the desired high-accuracy detector
responsivity calibration.

. . . . —100
3.2.1 Basic cryogenic radiometer operating

principal: Cryogenic radiometers gain their

performance advantage over room- [z

temperature atmospheric-pressure devices
by improved diffusivity in the optical

receiver, reduced radiation from the optical
receiver, and reduced power dissipation in
the electrical heater leads. These factors
reduce the inequivalence between electrical
and optical heating, thereby improving the
accuracy of the electrical substitution. To
achieve these properties with the materials
commonly available today, the devices -3 0 3
operate usually near the liquid-helium X -Axis Position (mm)
temperature of 4 K. Operation at cryogenic
temperature necessitates the use of ultra-

Y-&zxis Position (mm)

Figure 6. The apparent aperture of a detector that has no
limiting aperture.
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high vacuum inside the radiometer to insulate the cold interior from the external environment, which also
eliminates any convective heat flow inside the device, but necessitates the use of a window that allows the
light to enter the device.

Laser-optimized cryogenic radiometers such as the LOCR use an optical receiver design that optimizes
the capture of the collimated laser beam and use a Brewster’s angle window that reflects very little of the
incident laser power. Polarized laser light passes through the Brewster’s angle window with minimal
attenuation and is absorbed in the optical receiver, where the optical power is converted to heat. The
amount of heating power is then measured by electrical substitution, so the device is a primary standard,
traceable to SI units through the electrical substitution.

3.2.2 Description of the LOCR: The LOCR has been previously described [6, 11, 12], so its internal
construction will be discussed only briefly here. The LOCR is a custom designed system that was built
by a commercial manufacturer [13]. An external view of the LOCR is shown in Figure 7, and Figure 8
shows an internal cross-section view. The LOCR uses both liquid-helium and liquid-nitrogen, held in
reservoirs that are exposed to atmospheric pressure. The hold time for liquid nitrogen is approximately
14 hours, so the nitrogen is refilled at least twice a day. The hold time for liquid helium is approximately
2.5 days, so the helium reservoir is filled twice a week (the cryogens expire over the weekend). The
cryogenic liquid hold times are affected by room temperature, and if the room is very warm, the hold
times are reduced. Vacuum inside the cryostat is provided by the cryo-pumping produced by the cold
temperatures, which is enhanced by the addition of the carbon getter attached to the liquid-helium
temperature heat shield, and by an ion pump that is located on top of the cryostat. A partial vacuum can
be applied to the helium reservoir to further reduce the temperature of the liquid, but the device has not
yet been operated in this mode, and the liquid-helium’s hold time would likely drop considerably.

Figure 7. External view of the LOCR.
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As per the manufacturer’s recommendation, the LOCR is brought back to room temperature weekly.
Leakages through the o-ring seals in the cryostat, valves, and window mount have the potential for
creating ice on the optical receiver, thus changing its optical properties, so the LOCR is warmed to room
temperature weekly to prevent any significant ice buildup. The warming also clears the carbon getter and
ion pump, allowing lower pressures to be maintained. Allowing the LOCR to warm up over the weekend
also eliminates the need for an automatic liquid-nitrogen filling system, or a technician coming in twice a
day to refill the nitrogen manually.

The dashed line in Figure 8 shows the location of the detector plane inside of the LOCR. The LOCR has
three circular apertures in front of its optical receiver. The detector plane is located at the final aperture,
which is the smallest (10 mm in diameter) and the closest to the optical receiver. The optical receiver
itself is slightly larger, so the final aperture is ideally the limiting aperture. By convention, the detectors
under test are placed on the detector breadboard so that their entrance or limiting aperture is in the
detector plane.

Small imperfections in the LOCR’s construction and the optical system’s alignment necessitate tilting the
LOCR a few milliradians so that the beam passes through both the center of its window mount and the
center of its optical receiver. The tilt results in the LOCR’s apparent aperture being slightly smaller than
its limiting aperture and elliptical; in its current configuration, the LOCR’s apparent aperture measures
9.5 mm in diameter horizontally and 8.5 mm in diameter vertically.
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Figure 8. Internal view of the LOCR.
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Thermal modeling [11, 12] showed that

when operating at the nominal receiver Heat Link
temperature of 5.4 K, the inequivalence
between electrical and optical heating is
negligible (0.0005 %), even when the
optical heating power is applied at an
extreme location on the receiver.

Figure 9 shows the LOCR’s optical
receiver, with the normal and extreme
incident beam locations that were used in
the model. Since it is unlikely that the
optical power would be applied at such an extreme location, the actual inequivalence encountered is
likely to be much smaller than that determined by the modeling. Superconducting lead wires are used
with the LOCR’s resistive heaters to eliminate loss in the heater leads, thereby improving the accuracy of
the electrical heating power measurement.

Electrical Input

Extreme Laser Input

Normal Laser Input

Figure 9. The LOCR’s optical receiver.

To aid in describing the electrical operation of the LOCR, a simplified schematic, shown in Figure 10, is
used. As shown in the figure, the LOCR uses two precision digital temperature controllers, one to
regulate the heat sink near liquid-helium temperature, and one to regulate the optical receiver at slightly
higher temperature. The temperatures at the receiver and heat sink are sensed with germanium resistance
thermometers (GRTs). The GRT resistance is measured using precision alternating-current bridge
circuitry, located in the LOCR’s base. The temperature-control electronics apply power through resistive
heating in the thin-film resistors located on the heat sink and optical receiver, and use the GRTs for
feedback. The heat-sink temperature is regulated because the temperature of the liquid-helium well itself
can change with liquid level and atmospheric pressure.

Application of the optical power is controlled using an external shutter. Electrical substitution in the
LOCR is provided by measuring the drop in electrical heating power that is required to maintain the
optical receiver’s temperature, when the optical power is applied. This mode of operation is usually
called the active or dynamic mode. The optical power is therefore the difference between the two
absolute electrical powers; the electrical power when no optical power is applied (the background power)
and the electrical power when the optical power is applied (the illuminated power). The uncertainty in
the two electrical power measurements themselves can be larger than the uncertainty in the difference,
because some of the uncertainties in the power measurements are correlated, as described in Appendix F.
In practice, the background

and illuminated electrical Licquid Heli

powers are derived using the Heltum Well Copper
dual-baseline measurement, Stainless Stwel Shy
described in section 4.3.1, but Heat Sink Impedance fet
the underlying concept is the
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receiver’s temperature ideally never changes, the measurement of optical power can be performed
relatively quickly. The temperature controllers also have an “open” mode of operation, where they
simply apply a fixed amount of heating power. Open mode is used during LOCR electrical calibration,
but the LOCR is not intended to operate in open mode during optical power measurement.

One disadvantage of the active operating mode is that the device’s overall performance is directly tied to
the performance of its temperature-control systems, so temperature-control systems of very high quality
are required. The LOCR uses digital control systems that can track the step change that occurs when the
optical power is applied with no offset. At its typical operating temperature of 5.4° K, the thermal time

constant of the optical receiver itself is approximately 10 s.

Since the LOCR is a thermal device that measures essentially any radiation, changes in the background
temperature can affect the desired optical power measurement. Experiments have shown that the LOCR’s
temperature coefficient is approximately -950 nW/°C [11, 12], due to radiative heat transfer from the
window assembly to the optical receiver. Specifically, this is the change in receiver heater power that is
necessary to maintain the receiver at a constant temperature, for a given change in the window assembly
temperature. Since the window assembly is not temperature regulated, it follows room temperature; so
the above is essentially the room-temperature coefficient. Fortunately, a linear drift in the window
assembly temperature is compensated for by using the dual baseline and the power interpolation methods

used with the calibration system.

Other environmental influences also affect the LOCR, but are usually negligible compared to other
sources of uncertainty in the system. For example, since the LOCR’s cryogenic reservoirs are exposed to
the atmosphere, a change in atmospheric pressure will cause a change in the temperature of the cryogenic
liquid, which changes the temperature of the thermal shields connected to the reservoirs. The heat sink’s
temperature regulator isolates the optical receiver’s conductive heat flow path from the change in
reservoir temperature, but a thermal shield is connected directly to the liquid reservoir, so its temperature
can change, thereby changing the radiative heat transfer from the shield to the receiver. Similarly, the
temperature of the LOCR’s vapor-cooled liquid-nitrogen temperature shield changes with the level of the
liquid in the reservoir. And atmospheric humidity may change the window transmittance, as water vapor
is adsorbed on the surface of the window. Environmental parameters during the calibration are logged by
the weather station continuously, so that if other significant environmental effects are discovered later, a

post-processing correction can be applied.

3.2.3 LOCR electrical calibration: The LOCR’s temperature control electronics are calibrated in terms of
the amount of electrical power that they apply to the LOCR’s thin-film heaters. Imperfections in the
electronics cause an error in the electrical power that is reported by the temperature controller’s digital
electronics. To correct for the error in the reported power, the actual power delivered is measured
independently and a correction factor for the digital power reading is stored in the temperature control

electronics.

A simplified schematic of the LOCR’s electrical heating circuit is shown
in Figure 11. The resistor R is the standard resistor, which has a known
resistance. The resistor R, is the thin-film resistor placed on the LOCR’s
optical receiver, through which the electrical heating power is delivered
to the receiver. The voltage V is applied by the temperature control
electronics and the current / flows through the resistors. It is unimportant
whether the temperature controller actually uses voltage or current
sources, since either will result in the voltage V" across the resistors when
the current / flows through them. During electrical calibration, the
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voltage drops across the resistors Vg and V}; are measured using the calibration system’s precision
multimeter. The power dissipated in the resistor Ry, called Py, is given by:

i
Iy =VHR_- (1)
3

The power P, determined using the measured voltages is then compared to the value of Py returned by
the temperature controller’s digital electronics; the difference is the correction factor for the digital
electronics. During calibration of the LOCR’s electronics, the correction factor for a large array of
applied powers is determined. The correction factors are analyzed and stored in the LOCR’s electronics
and subsequent measurement of electrical power are automatically corrected using the stored data. To
update the stored correction factors, the entire array of powers must be measured again, which is very
time consuming.

The stored calibration factors are accurate when the electronics are used in an environment similar to that
present during the calibration and for some period of time after the calibration. The non-zero temperature
coefficient of the electrical components cause the digital power reading to vary with temperature, and
humidity can affect some of the electrical components, causing a sensitivity to the environment. And
some of the electrical components, such as the precision resistors, can change with time and usage as they
age. Therefore, for the electrical calibration to be accurate, the calibration must be performed in an
environment similar to that which will be present during optical power measurements, and the
measurements must be performed a relatively short time after the electrical calibration (a 90-day limit on
the age of the electrical calibration is assumed in the uncertainty calculations).

Since the LOCR electrical calibration process is very time consuming, it is not efficient to perform a full
electrical calibration for each optical calibration that is performed. Instead, a relatively quick calibration
check is performed during each test detector calibration, at only the power levels of interest in the test
detector calibration.

In the calibration check, the power Py is measured as above, but the measured power is compared to the
corrected digital power, using the correction factor stored in the electronics from the previous full
electrical calibration. The difference between the measured and corrected digital powers is then the error
in the corrected digital power reading. Instead of using the resulting error to update the correction factor
stored inside the digital electronics, the error is simply recorded. Using this calibration check method, the
error in the digital power readings is determined at only the power levels that will be used in the
forthcoming high-accuracy calibration and the resulting error is corrected in post-processing.

The calibration check must be performed at each nominal electrical power that is applied to the LOCR’s
receiver during the optical calibrations. For example, the nominal receiver power during background
illumination (no laser power) is 2.0 mW, so a calibration check at 2.0 mW is needed. A calibration check
is also needed for each laser power that will be used in the detector calibration. For example, if the test
detector is to be calibrated with laser powers of 1.0, 0.5, and 0.1 mW, the calibration check must also be
performed for receiver powers of 1.0, 1.5, and 1.9 mW, respectively.

Because of the LOCR’s room-temperature sensitivity, the receiver temperature that results from

the nominal 2.0 mW of electrical power can change somewhat with room temperature. Because the
electrical power is calibrated at only the nominal power levels, the nominal electrical power that is
delivered to the receiver is given priority over the specific receiver operating temperature. The receiver
regulation temperature used by the temperature control is therefore determined by applying the nominal
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receiver electrical power using the temperature

controller’s open mode, allowing the receiver to

reach its steady-state temperature, and measuring Dust Cover /_\
the resulting temperature. Then, the temperature

controller is set to maintain the measured \_/
temperature. Fortunately, the room temperature

in the laboratory does not vary much from the Safety Bolts
nominal room temperature of 23° C, so to date

the resulting receiver temperature has been in the

range of 5.405 + 0.033 K, which is considered

acceptable since the thermal properties of the Quartz
receiver, modeled at 5.4 K, will not change Window
significantly over this range. The nominal

2.0 mW of electrical power that is applied to the
heat sink can be adjusted to optimize the receiver
temperature that results from application of the
nominal receiver heater power, but such an
adjustment has not been needed to date. If Soft Nitrile O-Ring
unusual room temperatures are present, such as if

the room temperature is intentionally varied to

study the test detector’s temperature coefficient, 2.75" Metal Sealed
adjusting the power applied to the heat sink may Flange on Mount
be necessary to keep the receiver temperature

within a reasonable range.

Figure 12. The NIST Brewster’s angle window

The heat sink and optical receiver temperature mount.

controllers are essentially identical, so both are

calibrated the same way. However, only the optical receiver’s temperature control must be accurately
calibrated, because the absolute power applied to the heat sink is irrelevant to the measurement of optical
power. Therefore, it is not necessary to check the heat sink temperature controller’s calibration during
test detector calibration. The heat-sink temperature controller’s calibration is however checked
empirically when the LOCR is operated; a large change in the heat sink’s temperature for a given applied
power would indicate a problem.

The LOCR’s design was optimized for optical power measurements of about 1 mW, but the device can be
used over a range of powers, with a corresponding increase in its uncertainty. Optical receiver power
levels much above 4 mW cannot be used because the resulting receiver temperature will exceed the
superconducting wire’s critical temperature. The conductance of the heat link which connects the optical
receiver to the heat sink controls the magnitude of the receiver’s temperature rise over the heat sink
temperature, for a given receiver power. Unlike some other cryogenic radiometers, the LOCR’s heat

links are not intended to be changed, so cannot be easily tailored for operation at other power levels.

3.2.4 The NIST Brewster’s angle window: The LOCR Brewster’s angle window, shown in Figure 12,
was designed and built by NIST. The Brewster’s angle window is mounted independently from the
LOCR, on the window assembly, as shown in Figure 7. The window assembly rides on a transverse rail,
which is attached to the detector breadboard, in front of the LOCR. The rail allows the window assembly
to be precisely moved in front of the LOCR, with little tilt or other undesired translations. The rail is used
to move the window assembly away from in front of the LOCR, for window transmittance measurement.
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The window mount is connected to a kinematic gimbal mount, that allows precise angular adjustment of
the window along vertical and horizontal axes. The window mount gimbal also holds the NW 40
clamping vacuum flange. The clamping flange allows easy removal of the window from the LOCR.
Together, the window mount, window mount gimbal, rail carrier, and vacuum flange are called the
window assembly. The window assembly is rigid and heavily articulated, with adjustments for setting the
mount’s height as well as the angle of the Brewster’s angle window and vacuum flange location.

The window mount was designed to minimize the mechanical stress placed on the window, thereby
reducing any stress-induced birefringence that may occur inside the window. It accepts a common

51 mm diameter, 10 mm thick circular window, with loose tolerances. The window’s vacuum seal is
provided by a thin, soft (50 durometer) nitrile o-ring, which was chosen because it compresses
sufficiently under the approximately 18 kg of force exerted by atmospheric pressure when the back of the
window is exposed to vacuum. No mechanical clamp is used; atmospheric pressure alone compresses the
seal. Despite being adequately compressed, the o-ring has to be lightly lubricated with vacuum grease to
reduce the leakage to acceptable levels. A shoulder machined into the mount, underneath the window, is
intended to help limit any spread of the lubricant across the back side of the window by breaking the
capillary action. A butyl rubber o-ring is preferable to the nitrile o-ring because butyl would provide a
better seal with the relatively low compression, but the nitrile o-ring works adequately when lubricated.
To prevent problems with multiple reflections, the inside of the mount is painted with a flat black,
vacuum-compatible paint. The mount has a circular clear aperture with a diameter of 19 mm.

The window currently used with the LOCR is well polished but uncoated and made of quartz glass. The
window is a circular plane-parallel window, 51 mm in diameter, 9.5 mm thick, with a wedge angle that is
less than or equal to 5 min of arc (1.45 mrad), a surface flatness of A/10 at 633 nm, and a surface quality
of 10-5. The ability to rotate the window when it is on the mount is useful, because only a small section
of the window is actually used. So if there is an imperfection in the glass in the area that is being used,
the window can be rotated so that a better portion is used instead. However, the window should not be
rotated while the mount is evacuated, because a catastrophic rush-in of air will result if the vacuum seal is
broken. The mount will accommodate variations in the window’s diameter of about 1 mm and any
window thickness up to 10 mm.

Windows with smaller wedge angles are available at additional cost, but are unnecessary because the
additional attenuation caused by the small wedge is compensated for in the window transmittance
measurement. Surface quality and internal scatter centers typically have a much bigger impact on the
transmittance than the small wedge angle. The wedge reduces the window’s transmittance because the
laser’s incidence angle cannot be precisely Brewster’s angle on both sides of the window, but the
reduction in transmittance is accounted for in the window transmittance measurement. The change in the
window’s transmittance that occurs when vacuum is applied to the back of the window is accounted for in
the window transmittance uncertainty.

The window mount also has a tight-fitting dust cover, shown in Figure 12. The cover helps protects the
window from contamination when it is not in use and is used to aid in the window alignment, as described
in Section 4.2.4. The dust cover limits the maximum thickness of the window to about 1 cm, because a
thicker window will block the cover.
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4. CALIBRATION PROCEDURE

Operation of the high-accuracy calibration system is too complex to explain here in detail, but complete
operating flowcharts for the high-accuracy calibration system are available in the form of an unpublished
document called the High-Accuracy Calibration System Operating Instructions [14]. In the operating
instructions, the calibration procedures are described as processes, using flow charts. The flow chart for
the main calibration process is shown in Figure 13. The flow chart shows the calibration process for
detector calibrations at a single wavelength; the entire process is repeated for additional wavelengths.
Here, the operating procedures are broken-up into three fundamental components: operation of the
calibration system, operation of the LOCR primary standard, and calculation of the test detector
calibration factor.

4.1 Calibration System Operation

4.1.1 Data acquisition software: The calibration system is controlled with software that implements the
processes described in the operating instructions. Most of the system is controlled using software
implemented on the main process-control computer, which controls the system and acquires the data.
Only preliminary data processing is performed during data acquisition, using nominal values for
parameters that are measured during the calibration. Final values are unavailable until after post
processing is complete.

Customizing the software for a particular test detector is accomplished using the software’s graphical
interface, which permits real-time editing of the commands sent to the detector, and control of how the
detector’s output is measured. The software monitors and displays the transactions to help the operator
debug the customized instructions. The program traps most of the errors that can occur and has many
other built-in checks to help ensure proper operation.

Currently the LOCR is controlled using software provided by its manufacturer, which is executed on a
separate computer. The LOCR is treated as a direct-reading detector in the main system software, with a
few special extensions that aid in coordinating the two computers and transferring the acquired data
between them. LOCR operation is described in section 4.2.

4.1.2 Optical component selection and placement: Component selection is based on the desired
wavelength of operation, the particular laser’s spectral characteristics, the desired absolute power, and the
desired detector-plane beam characteristics. The first requirements determine which laser source should
be used, and the choice of laser determines which interference filters (if any) and attenuators are needed.
Determining which components are needed to produce the desired detector plane beam characteristics is
more difficult. The components of the optical source are shown in Figure 5.

A Gaussian-beam model is used to predict the detector-plane beam size and wavefront based on the
selection and placement of the optical components, before the components of the source are actually
assembled and aligned. Using the model, different configurations can be considered much more quickly
than would be possible if each configuration had to be tested experimentally. Therefore, whether or not
the calibration beam desired by the customer can be created using the existing optical components can be
quickly determined. Modeling of the Gaussian beam is performed using a ray-tracing analysis that
assumes the beam is a perfect Gaussian; a purely geometric analysis is insufficient and can be misleading.
In Appendix D, the Gaussian-beam ray-tracing model is described and contrasted with a geometric
analysis.
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When customers submit a detector for calibration, the minimum information they must provide is the
wavelength and power level of the desired calibration. However, they may also specify the desired beam
size, wavefront, or divergence. For example, they may request that a Gaussian beam waist with a specific
diameter occur at their detector’s input, or that the beam diverges or converges as it enters their detector.
These parameters are controlled by the selection and location of the components used in the optical
system. While all combinations of detector-plane beam size and divergence are not possible, there is a
wide range of combinations that can be produced using the existing optical equipment.

The size of the beam in the detector plane is determined by a number of factors, including: the location of
the laser source relative to Lens 1, the size and location of the Gaussian beam waist produced by the
source; the focal lengths of Lens 1 and 2; the distance between Lens 1 and 2; and the distance from Lens
2 to the detector plane. Optimal collimation, which results in the smallest diameter beam in the far field,
is achieved with a specific spacing between Lens 1 and 2. However, the beam can be varied significantly
from optimal collimation to obtain different detector-plane beam size, by adjusting the spacing between
the lenses.

Initially, the lens spacing that results in optimal collimation is assumed. The lens focal lengths and
distance to the laser and detector plane are varied to obtain a detector plane beam that is close to what the
customer desires, using the limited set of lens focal lengths available, and laser and detector plane
distances that can be accommodated by the system. The detector-plane beam parameters are then fine-
tuned by adjusting the spacing between the lenses. The fine-tuning allows fine adjustment of the
detector-plane beam size and divergence angle, but they are not independent variables, so one parameter
must be specified. For example, suppose that the customer wants the Gaussian beam waist to occur at
their detector’s entrance aperture. The lens spacing can be tuned to control the location of the beam
waist, but the beam’s size will also change with the lens spacing. If the resulting beam size is too far
from what the customer requires, lenses of different focal lengths must be used, or the laser or detector-
plane distance adjusted. Usually the customer is more concerned about the beam’s size and the
divergence angle is unimportant so long as it is small.

However, the actual beam used in the system is an imperfect Gaussian beam and the optical elements can
cause distortion. The result of the imperfection is that the actual beam produced can be slightly different
from that predicted by the model. The fine-tuning provided by adjusting the lens spacing is usually
sufficient to accommodate any error resulting from the imperfections. In practice, the beams used in the
system are good approximations to true Gaussian beams and the lenses are nearly diffraction limited, so
the actual beam size and divergence is usually within a few percent of that predicted by theory. To help
ensure that the desired beam can be obtained, it is best to choose components and distances such that the
desired detector plane beam is well within the limits of the tuning provided by adjusting the lens spacing.

The predicted diameter of the beam waist that occurs between the lenses is used to select the size of the
pinhole that is used in the modified spatial filter. A circular pinhole aperture is used with a diameter that
is at least twice the theoretical Gaussian beam waist’s 1/e” intensity diameter. The relatively large pinhole
minimizes the artifacts produced when the Gaussian beam waist is passed through the finite aperture and
effectively reduces the scattered power that surrounds the approximately Gaussian beam. It also reduces
the system’s sensitivity to the laser’s pointing stability.

4.1.3 Laser source alignment: Once the component values and distances are selected using the Gaussian
beam model, the components are assembled and aligned. Alignment of the laser source consists of
placing all the relevant components on the Optical Source Breadboard, shown in Figure 5, and aligning
them so that the Gaussian laser beam travels over the center of the rails, at a constant height between
components.
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In the calibration report, the beam used in the calibration is described in several ways. The beam is
described by its 1/e” intensity diameter and its full-width divergence angle, in the detector plane, and by
its Gaussian beam waist diameter and location relative to the detector plane. The parameters are
determined by direct measurement, or theoretical values are given. The detector-plane beam diameter is
always measured; the scanning-slit beam profiler is used to measure the diameter, and the average of the
vertical and horizontal width is stated.

The Gaussian beam waist diameter and location are directly measured using the scanning-slit profiler, if a
real beam waist occurs at an accessible location. Sometimes the waist cannot be directly measured
because it occurs inside the optical source between Lens 2 and the Final Aperture, where it cannot be
accessed, or a virtual waist occurs. When the waist cannot be directly measured, theoretical values
obtained from the Gaussian beam model are used. Similarly, when the detector plane is in the far-field of
the Gaussian beam waist, its divergence is easily measured by performing two diameter measurements a
small distance apart. But if the detector plane is very near the beam waist, the divergence angle changes
with distance, so instead, the theoretical radius of curvature is used to calculate the divergence angle in
the detector plane. Any theoretical values given in the report are described as approximate, while
measured parameters are given with their expanded uncertainty.

After the optical components are placed on the rails and aligned as described, the location of Lens 2 is
adjusted while the detector plane beam is monitored, until the desired detector plane beam is produced.
For example consider that a beam with a particular detector plane beam diameter is desired. In this case,
the scanning-slit beam profiler is placed in the detector plane to measure the beam’s 1/¢* intensity
diameter in real-time, as the lens spacing is adjusted as described below while the measured beam size is
monitored. However if a particular beam-waist location is desired, the waist location must be determined
between each adjustment of the lens spacing.

To adjust the detector plane beam size, the location of Lens 2 is first adjusted for optimal collimation,
which is when the far-field beam diameter is minimized. The adjustment is performed by observing the
size of the beam a long distance from Lens 2, while the lens is moved. A long distance is achieved by
bouncing the transmitted beam back to the operator with a mirror placed near the far wall. Then, the
location of Lens 2 is adjusted to achieve the desired detector-plane beam diameter.

The size of the beam in the detector plane is adjusted by varying the location of Lens 2 around the
location that results in optimal collimation. To increase the detector plane beam size, Lens 2 is moved
closer to Lens 1. To decrease the beam size, Lens 2 is moved farther from Lens 1. The beam diameter
varies nearly linearly with lens position over a small range, as described in detail in Appendix D. The
detector-plane beam diameter is measured using the scanning slit beam profiler while the lens location is
adjusted. Ifthe beam is elliptical, the size is adjusted so that the average of the vertical and horizontal
diameters is the desired diameter.

Imperfections in the Gaussian beam cause the beam’s actual behavior to differ slightly from the
theoretical results. The theoretical analysis usually predicts the beam’s minimum detector-plane beam
diameter, Gaussian beam-waist location and size, and the far-field divergence angle within about 10 % of
the measured results. The difference from the theoretical results is consistent with the beam’s quality; the
more Gaussian the beam is, the more accurate the theoretical results are. The beam quality is usually
limited by what is produced by the laser source itself. Therefore the quality of the laser mirror’s
alignment (for free-space laser beams), or the beam collimator (for single-mode optical fiber laser
sources), are very important and should be optimized to produce a Gaussian beam of the best quality
possible.
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Currently, a commercial device is used to measure the calibration beam’s intensity profile. The
commercial device uses a scanning-slit beam diameter measurement technique [15]. The scanning-slit
technique accurately measures a Gaussian beam’s profile, so is appropriate for the approximately
Gaussian beams that are used in the high-accuracy calibration system. The device performs the
measurement very quickly, so is especially useful when adjusting the detector-plane beam diameter. The
1/¢* intensity diameter that is given in the calibration report is derived from measurements obtained with
the device.

A more careful scanning-slit beam profile measurement, performed with customized equipment, can have
greater accuracy than that obtained with the commercial scanning-slit beam profiler. More accurate
measurements of beam profile can be obtained by measuring the detector’s output more accurately and
using a precision motion-controlled stage to translate the slit. Such a precision scanning-slit system is
currently used in the spatial uniformity scanning system [10]; the precision system provides reproducible
beam diameter measurements with a standard deviation of typically 0.02 %. In contrast, the commercial
beam profiling system’s measurements based on a scanning slit are relatively noisy, with a typical
standard deviation of 0.4 %. The speed of the commercial device is helpful while the beam size is
initially adjusted, but a precision width measurement is more desirable for the calibration report.
Precision scanning-slit or pinhole beam profiling measurements may be performed using the precision x-y
sub-stage, described in Section 3.3.

Once the laser source is aligned, the laser beam’s height is controlled by adjusting the height of the
Optical Source Breadboard; otherwise the beam’s direction is fixed and the detectors are aligned to the
beam’s position. The height adjustment of the source breadboard is necessary to accommodate the
LOCR, which has a fixed height. All other devices are aligned to the resulting beam height. Horizontal
positioning is aided by the motion-controlled detector stage.

After the beam is aligned and its height is adjusted, its location in the detector plane is fixed and
everything else must be aligned to that location. The beam power can subsequently be changed by
adjusting the LPC and attenuators, without changing the location of the beam in the detector plane.
Therefore, the beam power can be adjusted without requiring detector realignment or beam parameter re-
measurement. Changing the beam’s size necessitates remeasurement of the beam parameters that affect
measurement uncertainty, such as the relative aperture transmittance, LOCR window transmittance and
LOCR spatial uniformity. Similarly, changing the laser wavelength requires a complete realignment of
the laser source and detectors, and remeasurement of the beam parameters.

4.1.4 Detector alignment: After the optical source is aligned and the desired detector plane beam is
produced, the detectors are aligned. First the LOCR is aligned, but because the LOCR’s height is not
adjustable, the height of the optical source breadboard is adjusted instead. LOCR alignment is described
in detail in Section 4.2.2. After the LOCR is aligned, the test detectors are aligned.

To help describe the alignment procedure, the naming convention shown in Figure 14 is used. Usually
the detectors are mounted using a post and holder, as depicted in the figure. With such a mount, no pitch
or roll adjustments are available; the angles are set by the physical characteristics of the mount. However,
more complicated mounting platforms can have pitch and roll angle adjustments.

Unless the customer demands a specific alignment procedure, the test detectors are aligned so that the
beam’s incidence angle is as close to normal as possible relative to the plane of the detector’s entrance
aperture. The exception to this rule is when a strong back-reflection from the detector re-enters the
optical system, when the detector is aligned at normal incidence. In this case, the detector’s yaw angle is
changed enough to prevent the reflection from re-entering the optical system.
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limiting aperture is in the detector plane. If the  during detector alignment.

location of the detector’s limiting aperture is

unclear or the detector has no limiting aperture, the detector’s entrance aperture is positioned in the
detector plane instead. Then the detector’s pitch angle is adjusted, if available. The pitch angle is
adjusted so that the beam reflected from the glass flat is in the same horizontal plane as the incident beam.

Translational

Next the detector’s height is adjusted, using a vertical translation. The vertical translation is usually
provided by sliding the post in its holder. Once the height is adjusted, a post collar is locked into position
so that the post can be rotated without changing its height. The height is adjusted so that the beam passes
through the vertical center of the detector’s entrance aperture. The aperture’s center can be located by eye
using a ruler, or using the alignment aid located on the detector’s aperture cover, if any. A more precise
alignment can be obtained by fitting the detector with an aperture cover that has a pinhole aperture in its
center. Then the vertical height is adjusted until the power passing through the pinhole aperture is
peaked. This technique is most commonly used with detectors intended for use with optical fibers, then
the optical fiber adapter itself is used as the pinhole aperture, to ensure that the collimated beam strikes
the detector in the same location that a fiber-coupled beam would.

After the detector’s height is adjusted, its yaw angle is adjusted. Usually, yaw is adjusted by rotating the
postin its holder; the post collar prevents any change in the detector’s height when the post is rotated. As
with the pitch angle, the yaw angle is adjusted by observing the reflection from the glass flat that is held
against the detector’s entrance aperture. The yaw angle is adjusted so that the back reflection is in the
same vertical plane as the incident beam.

Then the beam is centered in the detector’s aperture horizontally. The horizontal translation is performed
with the motion-controlled detector stage, using the y-axis of the joystick. As with the vertical centering,
the alignment is performed visually, using a pinhole aperture, or with whatever special technique the
customer requests.

Lastly, the detector’s roll angle is adjustment, if any, is performed. Usually, a roll adjustment is used only
with detectors that are sensitive to the polarization angle and have radial symmetry. With such detectors,
the roll angle can be adjusted without affecting the beam’s centering or incidence angle. If the roll
adjustment does affect the other parameters, the roll angle should be adjusted first instead of last. Usually
the detector’s roll angle is defined by the physical characteristics of its mount, so is not adjustable.
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A conservative uncertainty estimate of the error in the detector’s alignment is assessed and stated in the
calibration report. Typical upper-bounds are 1 mm for visual centering using a ruler, 0.5 mm for visual
centering using an aperture cross-hair or other targeting device, and 0.1 mm for centering by peaking the
power transmitted through a pinhole aperture mounted on the detector. The alignment uncertainty is used
in conjunction with the detector’s spatial uniformity to determine the uncertainty due to an imperfect
alignment.

Similarly, a bound for the error in the laser beam’s incidence angle is also assessed and stated. The
difference between the laser beam’s actual incidence angle and normal incidence is determined by
holding the glass flat to the detector’s entrance aperture, locating the back reflection cast by the glass, and
determining the angle between the back reflection and the incident beam. The difference between the
actual incidence angle and normal incidence is half the angle between the incident and reflected beams.
The measured angle is combined with its measurement uncertainty to give an upper bound for the
difference between the beam’s actual incidence angle and normal incidence, which is typically a few
milli