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Abstract

Accurate measurement of high voltage (hv) impulse
waveforms is of critical importance in the testing of hv
apparatus and for fundamental insulation studies.
Quantifying the measurement system errors can be
performed by following procedures recommended by the
international standards for high voltage testing.
Application of deconvolution techniques to reduce
measurement errors by calculating the input waveform
using the measured step responsehave been explored, but
they are particularly sensitive to noise in digitized data;
small random errors in the measured waveforms can result
in large oscillations in the deconvolved waveforms. This
paper presents a technique for effectively performing a
deconvolution of measured high voltage impulse
waveforms using the step response of the measurement
system and input waveform model based upon the
impedance parameters of the test circuit. Data are
presentedthat demonstrates a significantadvantage of this
approach to estimating the deconvolved input, its
insensitivityto random noise in the measured data. Results
for different analYtic models for the input waveforms are
also included.

Introduction

The use of wide-bandwidth digital recorders has made
possible improved precision in the measurement of
high-voltage impulses. Signal processing techniques can
be readily applied to the measured data to perform
waveform smoothing to increase the signal-ta-noise ratio,
extract the characteristic waveform time parameters, and
correct for systematic errors in the measurements. Several
approaches can be taken to evaluate the waveform
parameters specified by the internationalstandards on high
voltage testing [1, 2]. Smoothing routines can be applied
to the waveforms or alternatively, if the waveform can be
modeled with an analYticfunction, the parameters of the
function can be adjusted using a least-squares fitting
routine to find the best-fit model [3]. Although smoothing
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may result in more reproducible results, it does not
correct for errors of a systematic nature introduced by the
voltage divider, cables, terminators, and digital recorder.
These errorscan be estimated, if the impulse response h(t)
of the system is known, through the convolution integral,
which relates the waveform at the input x(t) of the
measurement system to the output y(t):

y(t) = 1"0'h(t-s) x(s) ds (1)

Deconvolution techniques use the measured output y(t)
and impulse response h(t) to calculate the input x(t). It
can be done numerically in time domain, or by
transforming the waveforms to frequency domain,
performing the deconvolution, and then
inverse-transforming to obtain the time domain input
waveform [5]. The great difficulty in performing the
numerical deconvolution directly is that due to the
presenceof noise in the digitized data, the deconvolution
problem is ill-posed. Small errors in the measured
waveformscan give rise to large errors in the deconvolved
input waveforms.

A different technique for evaluating the input waveform
ispresented in this paper. Rather than calculating the input
from the measured output and step response waveforms
directly, the approach uses a general functional form for
the voltage waveform at the input of the measurement
system and performs a convolution using the measured
step response and the input waveform function. The
parametersof the input waveform are adjusted so that the
convolved input provides the best match to the measured
output through a least-squares minimization procedure.
The functionalform of the input waveform is based upon
a high-voltage circuit analysis. The sensitivity of the
calculated input waveforms to noise is much less than the
direct method because the numerical deconvolution
calculationis unnecessarywith the proposed model-based
approach. This paper begins with a description of the
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proposed technique followed by a demonstration of its
insensitivity to noise using computer-generated analytic
waveformswith random noise added.The paper concludes
with a discussion of the advantages and limitations of the
proposed method.

Model-Based Deconvolution Technique

Let x(t), t~O, denote the (unknown) input to a divider
system, y(t) the system output, and h(t) the system
impulse response. The deconvolution problem is to
recoverx(t) given the output y(t) and the impulseresponse
h(t). ~ practice, y(t) and the system step responseg(t) are
observed over a time window 0 ~I ~ T and consist of

discrete, digitized measurements Yk and gh respectively,
which contain digitization errors and system noise. Thus,
Yk , gk are each time series with the subscript k denoting
the measured value at time tk where the subscript
k = 1, ..., K and tK = T.

The system step response g(t) is usually measured rather
than the impulse response h(t) because it is easier to
generate a signal that simulates an ideal voltage step than
one that approximates an ideal delta function impulse. The
time derivative of the step response can then be used to
replace the impulse response in the convolution integral:

l
,d

yet) = - (g(t-s» xes) ds.
o dt (2)

The standards specify how step responses are to be
generated and place limits on the step response
parameters, but do not allow for correction of
measurement errors [1, 2]. A technique for estimating
whether or not the errors introduced by the measurement
system are significant is described in IEEE
Standard4 [1,4]. It uses the measured step response with
an input waveform having an assumed analytic functional
form and applies the convolution integral directly. This
method allows errors in the divider measurements to be

evaluatedat low voltage by comparing the input waveform
with the calculated output.

In order to solve Eq. (I) numerically, it is replaced by the
so-called convolution summation

y(k) = E=I h(k-i) x(i), k = 1, . . ., K, (3)

where x(k), y(k), h(k) denote true values at time tic
Because of the presenceof measurement system noise one
has y(k) =YJc+ eJcwhere eJc is an unknown error vector.

Thus, the deconvolution problem becomes that of
estimatingthe true inputx(z)from estimates of the solution
X;to the linear system

Yk =E=I hk_1 XI' k = 1, . . ., K, (4)

where hJc_;is an approximate system impulse response
vector calculated from the measured gJc.Eq. (4) may be
written

Y =H x, (5)

where H is a K x K Toeplitzmatrixwithentries

_

I

hl-J, 1 ~ j ~ i ~ K ,

hlJ -
0, 1 ~i~j~K.

(6)

It is well known that for the system given .in Eq. (5) the
matrix H can be singularor nearly so. Thus, small changes
in the left side of Eq. (5) can lead to large changes in the
solution x;.

The deconvolution technique described in this paper for
the reconstruction of full lightning impulses is insensitive
to noise in the data proposed in this paper provides an
accurate estimate of the unknown waveform. The

algorithm is based on an assumed analytic form for the
input voltage waveform, which is consistent with that
predicted by a circuit analysis of the divider and generator
system. The assumed structureof the unknown waveform
IS

x(t;p) = A[e-ext - e -pt (cos(qt)+Bsin(qt»], (7)

where p is the vector of parameters (A, B, q,. a; /1). Among
all functions having the form ofEq. (7), the solution to
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(b) noise-titled and deconvolved waveforms.

Figure 1. Deconvolution of Noise-Filled Waveforms

the deconvolution problem is defined to be the one
which minimizes the quantity

Q(p)= L~=l Yk -[ E=l hk_; x(t;;p)]2, (8)

where the minimum is taken with respect to the vector
p over a realistic range of parameter values defined by
the restriction that all parameters are nonnegative.

A modification of the Levenberg-Marquardt algorithm
is used to estimate the optimal values of the parameters.
A feature of this algorithm, as implemented in the
public-domain software package employed in our
study [6], is the use of implicitly scaled variables in
order to achieve scale invariance of the method and to
limit the size of the correction in any direction where
the objective function is changing rapidly. Under
reasonable conditions on the objective function, this
optimal choice of the correction enhances global
convergence and results in a fast rate of convergence for
problems with small residuals. However, even though
global convergence is assured, the function Q(p)
defined by Eq. (8) may have multiple local minima. It
is important that the starting value of p be sufficiently
close to its optimal value in order that the algorithm
converge to the optimal value of Q and not to some
suboptimal local minimum.

Results and Discussion

To evaluate the sensitivity of the model-based
deconvolution technique to random noise in the data, a

- - -- - - - - . - - - -- - - - - - - - - -- - - - - - -. -. - - - . - -- - - - - - - - - - -

test was carriedout in which an analytic waveform wa
numerically convolved with the step response of th
divider measurement system to calculate the outp
wavefonn. Different levels of computer-generate
random noise were then added to the output wavefonn
which were then deconvolved using the propose
technique. A noise-filled waveform together with th
deconvolved input wavefonn and the system ste
response is shown in Fig. 1. The resultant wavefor
parameters found in this manner are compared with thJe
known input parameters in Table I.

For this test, two waveform models were used. The fi

[

t

was a double-exponential type that arising from t e
simplified model for the Marx-type generator with a
front capacitor and load' resistor. The output volta e
wavefonn is described by Eq. (7) with q set to zerr'
The deconvolved waveforms were evaluated for Mo

time parameters, the front time 1j and time to crest

J

C.
The front time is defined according to IEEE Standard 4
and IEC Publication 60-1 [ I, 2] as 1.67xT30-9(J'Tc is
defined as the time from first deviation from ze 0

voltage to the maximum voltage.

Only the time parameters were considered in this stu
The maximum voltage and corresponding time e
found from the waveform after smoothing is applied to
the region of the voltage peak. Noise was added to e
wavefonns using the computer random num er
generator which produces a value between 0 and 1, d
then scaling this number by 0.01, 0.03, or 0.05 of he
normalized peak voltage. The deconvolved wavefo
parameters found from the noise-corrupted waveforyns
agree with those from the known input waveform~to
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Table 1.Comparison of Time Parameters of Deconvolved Noise-Filled Wavefonns

DE Double Exponential MDE Modified Double Exponential

within :i:O.5%for added noise levels of 1%, which is
wellwithin the :i:l0% specified by the standards [1, 2].

References

The second wavefonn model used in the test was a
sinusoidally-modified double exponential given in
Eq. (2). It has an approximately double-exponential
shape, but with an overshoot and oscillation at the
voltage peak. The agreement between the parameters
arebetter for this model: for 1% added noise, Trand Tc
agree within 0.1%. The frequency q is more sensitive
than the front and crest times to the presence of noise,
differingby 1.83% from that of the original input with
a 1% noise level.It should be noted that the nOIselevels

used in this study are at least twice as large as the
intrinsic noise levels in the. most commonly-used
digitizers.

[1] IEEE Standard 4-1995, IEEE Standard
Techniques for High Voltage Testing (1995)

[2] IEC International Standard 60-2: 1994, High
Voltage Test Techniques, Part 2: Measuring
Systems (1994)

[3] T.R. McComb and J.E. Lagnese, "Calculating the
Parameters of Full Lightning Impulses using
Model-Based Curve Fitting", IEEE Trans. Power
Delivery, Vol. 6, No.4. pp. 1386-1394, October,
1991

[4] R.H. McKnight, J.E. Lagnese, and Y.X. Zhang,
"CharacterizingTransientMeasurements by Use of
the Step Response and the Convolution Integral",
IEEETrans. Instrum.Meas., vol. 39, no. 2, pp. 346-
352, April, 1990

Conclusion

Themodel-based deconvolution method proposed here
showsexcellent insensitivity to noise with the analYtic
impulse wavefonns used in this study. For the
exaggerated noise levels of 1% and greater, the
evaluation of the front time of the wavefonns agreed
with the known values to well within the tolerances
prescribedby international high voltage test standards.
Further evaluation of measured wavefonns using
different circuit models is planned.

[5] N.S. Nahman, "Software Correction of Measured
Pulse Data", in Fast Electrical and Optical
Measurements. Vol. I, J.E. Thompson and
L.H. Luessen, eds., NATO ASI Series E: Applied
Sciences, No. 108, pp. 351-417 (1986)

[6] R.F. Boisvert, S.E. Howe, D.K. Kahaner, and
JL Springmann,"Guide to Available Mathematical
Software (GAMS)", NISTIR 90-4237, NIST,
Gaithersburg, MD 20899, March, 1990

Acknowled~ement

The authors wish to thank James A. Pitt of the NIST
Electricity Division for his valuable assistance in
perfonning the measurements.

493

1111_.:

,1
iii
,;1

iiiI"~
I

I: I

I
' ,
I!.
!

Noise Tins) Te(ns) Period, q-J(ns) or (%)
Waveform Level orf'A) or f'A)

Input DW Input DW Input DW

None 1202 1202 0.00 2335 2336 0.04 - - -

DE 1% 1202 1197 -0.42 2335 2325 -0.43 - - -

5% 1202 1171 -2.58 2335 2290 -1.93 - - -

None 958 957 -0.10 1533 1528 -0.65 4198 4189 -0.21

MDE 1% 958 958 0.00 1533 1534 -0.07 4198 4275 1.83

5% 958 968 1.04 1533 1569 2.35 4198 5041 20.08


