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Comparison of Time Base
Nonlinearity Measurement Techniques

Gerard N. Stenbakken and John P. Deyst

Abstract—Distortions in the timebases of equivalent-time oscil-
loscopes and digitizers cause distortions of waveforms sampled
by them. This paper reports on a comparison of two methods of
characterizing timebase distortion, using pure sine-wave inputs
of known frequency: the “sinefit” and the “analytic signal”
methods. Simulations are used to compare the performance of
the two methods versus different types of timebase distortion,
different sine-wave frequencies, number of different sine-wave
phases, levels of random noise, and levels of random jitter. The
performance of the two methods varies considerably, dependent
upon the input signal frequency and type of timebase distortion.
Each method does much better than the other for certain cases.

Index Terms— Analytic signal, digitizer, distortion, measure-
ment, multiphase, nonlinear, simulation, sinefit, time base.

[. INTRODUCTION

ISTORTIONS in the timebases of sampling oscillo-

scopes and waveform digitizers cause distortions of their
sampled output. Modern equivalent-time oscilloscopes and
digitizers have timebases that are designed to produce a
sampling strobe at a known delay after a trigger event. These
delays are typically of uniformly increasing duration, result-
ing in nominally uniformly spaced equivalent-time samples.
Timebase distortion is considered here to mean deterministic
shifts or deviations in the sample times away from the in-
tended, uniformly spaced, time intervals. (Random shifts of
the sample times, also known as jitter or aperture uncertainty,
are discussed here but is not the main subject of this paper.)

In the time domain, timebase distortion is manifested in
the sampled signal by amplitude errors, to first order, equal
to the product of the signal slope and the distortion-induced
time shift. In the frequency domain, the effect of timebase
distortion is (unwanted) phase modulation of the sampled
signal, causing erroneous spectral broadening and/or spurious
spectral distortion peaks.

In order to correct for such errors, the timebase distortion
first needs to be characterized, so that the actual relative
sampling times are known. Using that information, the values
of the sampled signal at the nominal sample times can be
estimated. In this paper, we only compare methods of accom-
plishing the first step, the timebase distortion characterization.
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A. Previous Work

Previous researchers have developed several methods of
characterizing timebase distortion, as well as methods of
correcting signals for such distortion. In the past, timebases
were calibrated using time-mark generators, which are pulse
generators driven by stable oscillators. A related timebase
calibration source is a circuit that use pulses propagating
in a transmission line of known length to produce pulses
equispaced in time [1].

Scott and Smith [2] describe a “zero-crossing™ distortion
characterization method that is related to earlier work [3],
[4]. In the zero-crossing method, a pure sine wave of known
frequency is input to and sampled by the oscilloscope or
digitizer under test (DUT). The output data record is examined,
and the points where the sampled sine wave crosses zero (or
more generally, crosses its dc offset value) are interpolated.
Nominally, these zero-crossings should be equispaced in time;
deviations from uniform spacing indicate timebase distortion.
The distortion can be estimated by interpolating between these
zero-crossing points.

Rettig and Dobos [5] developed methods of analyzing the
performance of equivalent-time timebases by inspection of
zero-crossings of sampled sine waves having carefully selected
frequencies.

The “sinefit” method [6] uses a pure sinewave input of
known frequency as the calibration signal. A sinefit (e.g.,
[71, [8]) is applied to the sampled sine-wave data, and the
fit residuals are calculated. The residuals are divided by the
calculated derivative of the sinefit, resulting in a timebase
distortion estimate. Samples that have phases near the sine-
wave peaks are omitted from the division, because of the
decreased sensitivity there. Multiple sine waves of different
phases are acquired and processed in this way, and the results
averaged, to provide estimates of the timebase distortion.

Verspecht [9] developed the “analytic signal” method, based
on earlier work [10], [11], that essentially applies digital phase
demodulation techniques to the sampled sine-wave data, to
estimate the timebase distortion. The method was expanded
by Schoukens et al. [12] to simultaneously estimate harmonic
distortion added by the sampling circuitry or the sine-wave
synthesizer, as well as the timebase distortion.

B. Scope of this Work

In this paper, we have concentrated on comparing the
sinefit and analytic signal methods of characterizing timebase
distortion, particularly their application to the timebases of
equivalent-time oscilloscopes and digitizers.
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The zero-crossing method [2] is not included in the com-
parison because its resolution is sometimes restrictively low,
and there is currently no method of improving resolution
by combining data from sine waves having different starting
phases. :

Results of the simulations show the analytic signal method
to degrade when there are discontinuities in the timebase
distortion, which is a common type of distortion. The sinefit
method is shown to become unstable for large timebase
distortions and have larger errors for input sinewaves that
do not have an integral number of cycles over the sampling
record.

II. SIMULATION SETUP

A. Simulated Svstem

The system simulated here is an equivalent-time oscillo-
scope with a timebase having a record length of N samples
and a synthesizer producing pure sine waves connected to
the oscilloscope sampler and trigger inputs. Note that in real
systems, the oscilloscope trigger circuit may not have enough
bandwidth to be driven directly by the input sine wave, so it
must be driven by a separate synthesizer trigger output that is
phase-locked to the sinewave.

B. Timebase Distortion Models

For this paper we used two models of timebase distortion.
One is a sawtooth wave, the other type is a sinusoid superim-
posed on a ramp, used in previous work [9]. In the experiments
we varied the number of sawtooth ramps per sampled record.
This can be thought of as varying the “bandwidth™ of the
timebase distortion (related to phase modulation bandwidth).

To understand why these are appropriate distortion models
consider how an equivalent-time oscilloscope or digitizer op-
erates. It samples its input signal at a given time after a trigger
event. Typically, such oscilloscopes and digitizers acquire one
sample of the repetitive input signal per trigger event (though
some equivalent-time instrument timebases can produce mul-
tiple samples per trigger event, to speed acquisition [13]). The
input signal is thus required to be repetitive in order for it
to be measured in this way. To produce the accurate delay
after the trigger event, it is common for high-performance
equivalent-time oscilloscope timebases to generate a coarse
delay, produced by a gated main clock that begins counting
at the trigger event, plus a fine delay produced by a Vernier
that provides interpolation between integer periods of the main
clock. The Vernier can be implemented by a voltage ramp input
to a comparator that switches state when the ramp reaches a
reference level corresponding to the desired fine delay [5].
[14]. (Note that some digitizer timebases avoid the gated main
clock and use ramps alone to produce desired delays [15])

Timebase distortion causes the actual delays from the trigger
events to the sample times to be different from the desired
delays. Distortion can be caused by startup transients in the
gated main clock, mismatch between the main clock period
and the fine delay Vernier, or nonlinearity in the fine delay
Vernier itself. The actual sample acquisition rate depends on

the trigger signal and the oscilloscope, but is typically no faster
than a sample per several microseconds, so that the timebase
distortion is generally not a function of the previous sample
event, but rather of the ability of the timebase to produce the
desired delay [5].

A reasonable model of timebase distortion versus sample
time, for a typical timebase, depends on the length of the
time epoch represented by the sampled signal record. For
epochs longer than a main clock period. a model for the
timebase distortion might be a long ramp, plus a sawtooth-
like periodic or quasi-periodic waveform, plus other possibly
periodic features. The long ramp represents the period error
of the main clock; the sawtooth, with period equal to that
of the main clock, represents the main-clock-versus-Vernier
mismatch; and the other periodic features represent Vernier
nonlinearity. For shorter time epochs that do not contain
the boundary between main clock periods, the distortion
model should represent mainly the Vernier nonlinearity, which
in experiments and the literature typically appears to vary
smoothly [5], [9], [12], [14], [16]. [17].

C. Characterization Method Implementations

For the sinefit algorithm, we mainly followed the procedure
in [6]. To save time, we used the nonlinear four-parameter
fitting algorithm available in a commercial software package,
instead of strictly following any of the procedures in [7].

To make the timebase distortion estimates, a data record,
y[n] = y(nT.), was produced representing sampling of the
calibration sine wave, of frequency f..;, by the distorted-
timebase oscilloscope. T, is the sample period. Following the
procedure in [6], these data were fit with a sinewave, and
data within 15° of the peaks of the fitted sine wave z[n] were
excised. Each sample of the fit residual r[n] = y[n] — z[n] is
divided by the derivative of the fitted sine wave z(t) at the
sample time n7T, to get a distortion estimate 7[n]

T['n.]: (Zhjﬁiiﬁ n=0,1,2--.(N-=-1) (1)
1)
G t=nT,

as in [6]. Then, to account for simple scale-factor errors (i.e.,
errors in the main clock), we added a linear component to the
distortion estimate, calculated from the difference between the
fit frequency estimate fg, and the actual calibration sine-wave
frequency feu

Tag[n] = 7[n] + n.f,",,.(;:i - ) 2)
Jeal

The sum is the distortion estimate for that data record. The
estimates from all the data records, corresponding to different
sine-wave starting phases, were averaged to create the final
timebase distortion estimate for the sinefit method.

In implementing the analytic signal method, following the
practice of [9], we applied a Hamming window to the data
before the Fourier analysis and dropped 40 samples from either

end of our N = 500 timebase distortion estimates after the
inverse Fourier analysis,
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D. Simulation Parameters

We ran simulations with various values of the different
experimental parameters. We could only test a limited number
of the infinite combinations. Some of the parameter value
choices were based on a hypothetical measurement setting of
a sample period, T = 40 ps, leading to a 20 ns measurement
epoch being defined by the 500-sample record. Note, however,
that the results are presented such that they are scalable to other
sample periods and measurement epochs.

The following parameters were used in the simulations.
Generally, the sawtooth timebase distortion “frequency” was
16 ramps per record, though other rates from 1.2 to 4 ramps
per record were analyzed. The other timebase distortion model
was a sinusoid plus a ramp as shown in [9, Fig. 1]. This model
has 4.5 cycles of sine wave with an amplitude of 20 ps and
a ramp that rises by 50 ps over the 500-sample record. Six
frequencies of the sine-wave calibration signal were analyzed.
These are given in terms of the base frequency fi,... which
has one cycle across the record. Thus, fias. is given by
foase = 1/(INT,). The errors in the timebase estimates were
determined for one starting phase and the average of 2, 4, and
16 starting phases (one phase used phase 0°, two used 0 and
90°, four used 0, 90, 180, and 270°, and 16 used 0+412360/16°,
1 = 0,1, -+, 15). Random normally distributed amplitude
noise with a zero mean and a standard deviation of 0, 0.1, and
1% of the calibration signal amplitude were used. Normally
distributed jitter with a zero mean and a standard deviation of
0, 1, and 10% of the sample period were used.

The examined errors are the differences between the mod-
eled timebase distortion and the distortion as calculated by the
two methods. The performance figure of merit is the rms error
over the estimates determined by each method.

III. RESULTS

A. Sawtooth Timebase Distortion Model

Consider first the errors when the modeled timebase distor-
tion is a sawtooth waveform, with exactly 16 ramps across
the timebase record. Fig. 1(a) and (b) shows the rms errors in
picoseconds for both the sinefit and the analytic signal methods
when the sawtooth wave has an amplitude of from —10 ps to
+10 ps. The figures gives results for six different calibration
sinewave frequencies, from (2 to 125) fi,ase, and with four
different numbers of phases averaged. The most dramatic
changes for both methods occur as the calibration signal
frequency is varied. These changes are primarily due to the
synchronization or lack of synchronization of the calibration
signal to the length of the record and to the timebase distortion.
The two calibration signal frequencies not synchronized with
the record length, 15.6 fase and 31.3 fj,,s have the largest
errors for both methods. The frequency 15.6 fi,... is also close
to the frequency of the timebase distortion, 16 fi.... Having
a calibration frequency equal or nearly equal to the timebase
distortion frequency is a poor choice for both methods.

Looking at the cases where both of these methods do best,
Fig. 2(a) shows the first 100 samples of the sawtooth timebase
distortion and the estimated distortion using the sinefit method

(b)

Fig. 1. (a) RMS error in timebase distortion estimate for sinefit method with
no noise or jitter and (b) rms error in timebase distortion estimate for analytic
signal method with no noise or jitter.

with two phases averaged and a calibration frequency of
125 fpase. Fig. 2(b) shows a similar plot with the estimated
timebase distortion using the analytic signal method with two
phases averaged and a calibration frequency of 125 fjase.
These figures show that the sinefit method more accurately
estimates timebase distortions with sharp discontinuities than
does the analytic signal method.

The effect of the sawtooth timebase distortion on the sam-
pled values of the calibration signal is to cause discontinuities,
as shown in Fig. 3. These discontinuities, as well as calibration
signals that are not synchronized with the record, cause
spectral leakage [16] in the Fourier analysis used in the
analytic signal method, resulting in the larger error values
shown in Fig. 1(b). For the sinefit method, these discontinuities
primarily result in a shift of the dc offset parameter and,
to a smaller extent, an incorrect estimate of the amplitude
parameter. Using two calibration signals with approximately
180° phase difference gives equal but opposite shifts in the
dc parameter and the same incorrect amplitude estimate.
However, since the timebase distortion estimate is dependent
on the calibration signal slope and since this is also opposite
for a 180° phase shifted signal, the average of these two
distortion estimates does not cancel the effects of the dc
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Fig. 3. Discontinuity in sampled sinusoid caused by very large sawtooth
timebase distortion.

parameter shift. The effect of the incorrect amplitude estimate
is also not canceled. Thus, the averaging of multiple phases
will reduce random errors but gives no significant cancellations
of dc offset errors or amplitude parameter errors.

For the sinefit method, the largest errors arise when the time-
base distortion is repetitive with a frequency approximately
equal to the calibration sine-wave frequency, fca. Stated
another way, the largest errors occur when the number of
periods of the calibration sine wave in the record is equal to the
number of periods of the repetition of the timebase distortion.
The sinefit method does best when these two frequencies result
in an integer number of cycles across the record, and the two
integers have no or few common factors. This happens in the
values shown in Fig. 1(a) for the frequencies (2, 5, 20, and
125) fiase. For example, the calibration frequency 20 fiase
and the timebase distortion frequency of 16 fi,.se results in

(b)

Fig. 4. (a) RMS error in sawtooth timebase distortion estimate for sinefit
method with noise and jitter and (b) rms error in sawtooth timebase distortion
estimate for analytic signal method with noise and jitter.

five cycles of the calibration frequency for every four cycles
of the timebase distortion. This results in a smaller shift in the
dc offset parameter and a more accurate amplitude parameter
estimate. This can be seen in Fig. 1(a) as the smaller errors at
the frequencies synchronized with the record length and the
timebase distortion.

Fig. 4(a) and (b) shows the effects of adding time jitter
that is 1% of the sample period as well as noise that is 0.1%
of the signal amplitude. For both analysis methods the effect
of adding time jitter is to increase the error for all signal
frequencies equally. Adding noise increases the error more
at lower frequencies than at higher frequencies as can be seen
in the figure, and which is predicted from theory.

B. Sine Ramp Timebase Distortion Model

The performance of both methods with a smoothly varying
timebase distortion is shown in Fig. 5(a) and (b). The “sine
ramp” distortion used in these simulations has 4.5 cycles of
a sine wave across the record superimposed on a long ramp
[9]. This distortion results in large errors for both methods at
low frequencies. For the sinefit method this results from large
dc parameter errors for these frequencies. The analytic signal
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(b)

Fig. 5. (a) RMS error in “sine ramp” timebase distortion estimate for sinefit
method with no noise or jitter and (b) rms error in “sine ramp” timebase
distortion estimate for analytic signal method with no noise or jitter.

method does poorly when the distortion change is significant
during the time the signal is at its peaks as shown by the
increase in the errors at lower calibration frequencies. The
increase in the errors at the highest frequency, 125 f} ..., for
the sinefit method shows its instability when the phase changes
caused by the timebase distortion are large. The errors at this
frequency are not proportional to the amplitude of the timebase
distortion. For example, when the sine ramp distortion is
reduced by a factor of ten, the errors for the sinefit method
at this frequency are reduced by a factor of about 100, or to
about the same as the errors for the analytic signal method.

C. General Results

The benefit of applying the Hamming window to the sam-
pled data in the analytic signal method is mixed. For the
“sine ramp” timebase distortion, the use of the window al-
ways reduces the errors in the distortion estimates. For most
frequencies the improvement was by a factor of two to three.
For the sawtooth timebase distortion, the use of the Hamming
window had no effect on the magnitude of the errors of the
estimates.

The performance of the sinefit method was unaffected by the
number of sawtooth ramps in the timebase distortion, which

was varied from 1.2 to 16. However, the distortion-estimate
errors for the analytic-signal method increases with the number
of ramps. For example, the distortion-estimate errors doubled
when the number of ramps was increased from 4 to 16.

The sinefit method excises data that are within 15° of the

'signal peaks. Increasing this area to 30° or 44° had little

effect on the distortion estimate errors. This increase resulted
in slightly smaller errors at higher frequencies, 20 f,as. and 32
Jbase, and slightly larger errors at the two lowest frequencies.

IV. CONCLUSIONS

In our simulations, the sinefit method of estimating timebase
distortion performs better than the analytic signal method
when the timebase distortion has discontinuities, whereas
the analytic signal method does better when the timebase
distortions are smoothly varying.

The sinefit method performance deteriorated when the time-
base distortions were large. This problem occurred for distor-
tion magnitudes greater than about 1/(12 f.,;). These large
distortions caused phase ambiguities near the peaks of the cal-
ibration signal so the error in calculating the signal derivative
becomes large. The analytic-signal method showed no such
problem for the size of distortions simulated.

The sinefit method has an awkward implementation and
requires multiple sine waves of different starting phases to
fill the gaps in data where the peaks occur. The analytic-
signal method has a simpler implementation and can often
perform well using just one calibration sine-wave phase.
A disadvantage of the analytic-signal method is that some
samples near the ends of the record must be discarded, so
the timebase distortion at those samples is not determined.

If noise is significant, both methods performed better with
higher calibration frequencies. Note that both methods per-
formed poorly when the timebase distortion was periodic and
the calibration sine-wave period was equal, or nearly so, to
the distortion period.

Future research includes considering the effect of harmonic
distortion and trying an iterative sinefit method.
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