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‘Bounds on Least-Squares Four-Parameter Sine-Fit
Errors Due to Harmonic Distortion and Noise

John P. Deyst, Member, IEEE, T. Michael Souders, Fellow, IEEE, and Otis M. Solomon Jr., Senior Member, IEEE

Abstract— Least-squares - sine-fit algorithms are used exten-
sively in signal-processing applications. The parameter estimates
produced by such algorithms are subject to both random and
systematic errors when the record of input samples consists of
a fundamental sine wave corrupted by harmonic distortion or
noise. The errors occur because, in general, such sine-fits will
incorporate a portion of the harmonic distortion or noise into
their estimate of the fundamental. Bounds are developed for these
errors for least-squares four-parameter (amplitude, frequency,
phase, and offset) sine-fit algorithms. The errors are functions of
the number of periods in the record, the number of samples in
the record, the harmonic order, and fundamental and harmonic
amplitudes and phases. The bounds do not apply to cases in which
harmonic components become aliased.

[. INTRODUCTION

INE-FIT routines are used extensively during characteri-

zation of analog-to-digital converters (ADC’s) and digital
oscilloscopes [1]-[3]. These sine-fit algorithms estimate the
four parameters (amplitude, frequency, phase, and offset) of
the sine wave that best fits a given finite length record
of discrete samples, which are assumed to be samples of
a sine wave, possibly corrupted by noise and distortion.
Examples of such sine-fit algorithms are found in IEEE
Std. 1057 [1]. Because the records are finite in length (i.e.,
limited number of samples and number of periods), random
additive noise and noise produced by timing jitter cause the
parameter estimates themselves to be random variables with
an associated variance. In addition, harmonic distortion can
cause the parameter estimates to be biased with respect to the
true, steady-state parameters. This occurs because truncated
sinusoids of different frequencies are in general not strictly
orthogonal.

A four-parameter sine function is linear in only three of
the four parameters; it is nonlinear with respect to frequency.
Therefore, sine-fit algorithms, started from different initial
parameter estimates, may converge on different local minima
and different final parameter estimates. In the work described
here, it is assumed that the sine-fit algorithm has converged
on the global least-squares solution.

The goal of this work was to develop bounds for the errors in
parameter estimates returned by four-parameter, least-squares
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Fig. 1. Illustration of sine-fit errors. Top plot shows a sine wave plus second
harmonic distortion (solid) and the best-fit sine wave (dashed) obtained
with a 4-parameter least-squares algorithm. Bottom plot shows the harmonic
distortion (solid) compared to the fit residual (dashed).

sine-fit algorithms, due to noise, jitter, or harmonic distortion
of the sampled signal.

II. ERRORS DUE TO HARMONIC DISTORTION

Fig. | illustrates the problem. A four-parameter, least-
squares sine fit was performed on a 1000-point record of
a sinusoid of unit amplitude plus second harmonic distortion
with an rms amplitude of 0.1429, sampled over 2.2 periods.
The fitted sine wave, however, has an amplitude of 0.9803,
and its frequency is such that 2.237 periods subtend the record.
The rms value of the residuals of the fit is 0.1357. Therefore,
the amplitude and frequency estimates are each in error by
2%, and the residuals are reduced by 5.0%.

Efforts to derive a closed-form expression for such errors
in terms of the amplitude, phase and order of harmonic
distortion, and the parameters of the fundamental sine wave,
were unsuccessful. Bounds on the errors could be found by
performing a brute force search, varying the parameters of the
fundamental and harmonic components, and performing a full
four-parameter least-squares sine fit. This approach has two
shortcomings. First, as surmised above, the results could be
dependent on the algorithm and the initial conditions chosen
to perform the sine fit. The second shortcoming, and perhaps
the more serious from a practical standpoint, is the very long
computation time that such a search would require. Because
of these problems, an alternative approach was chosen, based
on estimating the functional relationship using a linear ap-
proximation. This provided a better understanding of the error
mechanisms, and made the task of computing bounds on
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the maximum errors more tractable. In addition, within the
attendant approximations of the linear model, it is possible to
combine errors by superposition, e.g., the errors due to the
combination of two harmonics can be estimated by combining
their errors computed individually. The bounds computed from
the linearized model can be checked using a Monte Carlo
approach with a full four-parameter algorithm.

A. Linearization

The linearization proceeds as follows. Consider an M-
point record of a uniformly sampled sinusoidal waveform with
added harmonic distortion, given by

y[n] =y¢[n] + ya[n] = Ag sin (wonT') + By cos (wonT)

+ Cy + yu(nT)
n=0,1,2,.-- (M-1) (1)

where

T is the sample period interval,

f designates the fundamental component,

h designates the harmonic distortion,

0 designates the parameters of the fundamental component.

Note that any sine wave of arbitrary amplitude, offset, phase,
and frequency can be expressed by y[n] above.
Assume that the sine-fit algorithm returns an estimated sine
wave, y.[n|, plus residual given by
y[n] = ye[n] + r[n] = A sin (wnT) + B cos (wnT)
+ C +r(nT) (2)
where r(nT) is the residual of the fit.

The fitted sine wave given by (2) can be represented as a
Taylor series expansion about the fundamental sine wave in

(1):
yln) = ys 0] + (dyy [nl/dAo) AA + (dys [n]/dBo) AB
+ (dyy [n)/dCo) AC + (dyy [n]/duco) Auw
+ HOT[n] + r[n] 3)

where HOT'[n] represents the second and higher order terms
of the expansion, and

AA=A-Ag, AB=B—-By, AC=C-0Cy,
and
Aw = w — wp.
Combining (3) with (1) and rearranging gives
yn[n] =y[n] — ys[n] = (dys [n]/dAo) AA
+ (dyy [n]/dBo) AB + (dys [n]/dCo) AC
+ (dyy [n]/dwo) Aw + HOT[n] + r[n] (4)

or in matrix notation,
Yh=Dx+e¢ (5)

where the value of D is shown at the bottom of the page,

HOT[D] +  r[0]
HOT[1] + i

HOT[jM_I] + ?"[M:—l]

.and

f=[AA AB AC Auwl .
The least-squares estimate of x is given by
£ =(D'D) D' (6)

This estimate minimizes ||¢|[, which minimizes ||r|| when
the higher order terms, HOT'[n], are negligibly small (where
[I*|| designates the 2-norm of *). Therefore, to a first-order
approximation, (6) gives the vector of parameter error values,
X, that produces the least-squares sine fit to the data record
given by (1).

B. Effective Bits Calculation

The error in effective bits [1], defined as the difference
between the true (E7) and the computed effective bits (F¢),
caused by these sine-fit errors can be calculated as follows:

Er — Ec = log, (||€]|/llynll) < 0. 0]

Note that the error in effective bits is independent of the true
effective bits of the digitizer, and depends only on the ratio
of the norms of the residue and the harmonic distortion. Also
note that since ||¢|| < ||yn]|, the computed effective bits will
always be greater than or equal to the true effective bits. This
result is based on the assumption that harmonic distortion is
the only significant component of the sine-fit residuals.

C. Search for Bounds

Even though (6) gives an analytical expression (to first
order) for the errors caused by harmonic distortion, it is
of limited use to the practitioner because it requires that
matrix D be generated and the normal equations solved for
each situation. In addition, the error depends dramatically
on the parameters of the signal and distortion, which are
not necessarily known a priori. It would be preferable to
have simple expressions that bound the errors for conditions
that would likely be known or could be assumed, a priori.
Examples of the complex dependencies inherent in (6) are

dyy [0]/dAo
dyy [1]/dAo

dyy [0]/dBo
dys [1]/dBo

dyy [0]/dCo dyy [0]/dwo
dyjs [1]/dCo dys [1]/dwo

dys [M —1)/dAg dys[M = 1]/dBy dy; [M —1]/dCo dys [M —1)/dwyo
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Fig. 2. Example of complex dependency of amplitude estimate on the phases
of the harmonic (second) and fundamental components. Muitiple curves
correspond to different fundamental phases.
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Fig. 3. Plot of the maximum errors (for all fundamental and harmonic
phases) in the period estimate versus the number of periods in the data record,
for (third) harmonic distortion of unit amplitude relative to fundamental. The
straight line is the error bound.

given in Figs. 2 and 3. Fig. 2 illustrates how the error in the
estimate of amplitude depends on the phases of the harmonic
and fundamental components, for a specific harmonic order
(second) and a particular number of fundamental periods
contained in the record (2.2). Also, as the harmonic order and
actual number of periods change, the locations of the maxima
(with respect to the fundamental and harmonic phases) also
change, necessitating an extensive search if bounds on the
maxima are to be found. Fig. 3 is a plot of the maximum errors
(for all fundamental and harmonic phases) in the estimate of
the number of fundamental periods, p, in the record, versus
p, for (third) harmonic distortion of unit amplitude relative
to the fundamental. Note that p is proportional to frequency.
The straight line in Fig. 3 represents the corresponding upper
bound which was calculated using the procedure detailed
below.

Estimates for upper bounds on the parameter errors were
generated using the following procedure based on (6): i) accu-
mulate the error estimates for many different sample records:
different numbers of periods, harmonic orders, fundamental
phases, and harmonic phases; ii) search the accumulated
parameter error estimates for maxima; and finally iii) fit these
maxima by regression to produce bound expressions. The
bounds were calculated using two-dimensional exponential
regression to approximate the peaks in the maxima (for all
fundamental and harmonic phases) as a function of the number
of periods in the record, and the harmonic order.

Simulations were run for lower harmonics (h = 2, 3, 4,
5, 7, 10), because these produced the greatest errors in the
sine-fit algorithm, and because these are commonly the most
significant distortion components in the outputs of ADC’s
and digital oscilloscopes. The tests were run for data records
of M = 200, 1000, 2000, and 4000 samples. The effect of
each harmonic component (e.g., second, third) was determined
separately.

III. RESULTS

Exponential regression produced an excellent fit of the
dependence of the maxima on the number of periods in the
record, and on the order of the distorting harmonic.

The resulting estimated bounds on the parameter errors
follow:

Ap error in the estimated number of fundamental periods
in the record,

AA; error in the estimated fundamental amplitude is [( A+
AA)? + (B + AB)?|Y/2 — (A% + B%)1/2,

A¢ error in the estimated fundamental phase, in degrees
is tan"![(B + AB)/(A + AA)] — tan~! (B/A),

Ao error in the estimated DC offset of the signal,

M  number of samples in the record,
p number of fundamental sine wave periods in the
record is (wMT)/(27),
h order of the distorting harmonic (positive integer),
Ay amplitude of the input fundamental,
A, amplitude of the input distorting harmonic;
then:

for p>20,M > 2ph (8)

AAg|  1.00 (A,,)

max s o
|Af ph1? \ A;

for p>2.0, M > 2ph (9)
180° [ A,
et =i (27)
for p>20,M>2ph (10)
Aof f| _

max

0.61 (A
As |~ phl2h11 \ Az )

r p=20. M >k (D)

Expressions (8)—(11) are graphed in Fig. 4 as a function of
the ratio (A /Ay), for a number of combinations of harmonic
order and number of periods of the fundamental component
contained in the record.

Note that the error bounds are for p > 2.0. For two
or more periods, the estimated error magnitude maxima fit
the peaks very well. By contrast, for p < 2.0, the error
maxima exceeded these bounds (sometimes reaching as much
as ten times higher), particularly for the lower order harmonics
(second, third). This is illustrated in Fig. 3.

Note also that the bounds are for M > 2ph. In other
words, the bounds apply to the case where the harmonic is
being sampled above the Nyquist rate. If M < 2ph then
the harmonics alias into neighboring bands, and these bounds
break down, because the aliased harmonic frequencies can be
near or equal to the fundamental frequency, in which case
much or all of the aliased harmonic power is incorporated
into the fundamental estimate. For M > 2ph, the dependence
of the bounds on M was negligible.

The reasons for the noninteger exponents of p and h are not
clear; for quick but conservative approximations the exponents
of p and h can be rounded to unity.
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Fig. 4. Plots of error bounds. Use left and right vertical scales, respectively,
for p = 2 and p = 10.
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Fig. 5. Results of Monte Carlo tests of bounds given in (8)-(11). The
harmonic order is 2, and the number of trials at each level of distortion was
10000. (— = Ap, --- = AAy, o= Ad, and - - - = Aoff).
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The experiments showed that for p > 2.0 and over the
range of (Ay/Ayf) for which the linear approximation holds,
the effect of the fit errors on effective bits estimation [1]-[3]
was fairly small, producing errors of 0.1 effective bits or less.

A. Region of Validity of Linear Model

A cautionary note is that as the ratio of the harmonic to
fundamental amplitude increases, the first-order approximation
of the sine-fit errors given here will become invalid, as higher
order terms become important. The region of validity of
these bounds has been evaluated using a full four-parameter
least-squares sine-fit algorithm in a Monte Carlo sampling
approach. The results are presented in Fig. 5. For 15 values of
harmonic distortion, the maximum normalized error is plotted,
determined from 1000 trials in which the fundamental and
harmonic phases and the number of periods (2-10) were all
chosen at random for each trial. It can be seen from the plot
that none of the four bounds is exceeded by more than 4% for
distortion up to 30%. For this plot, the second harmonic was
used. Higher harmonic orders give similar results.

IV. ERRORS DUE TO NOISE AND JITTER

To compute the variance-covariance of the parameter es-
timates when noise and jitter are present, we again use a
linearization of the problem; however, to eliminate problems
due to the correlation of coefficients Ay and By of the earlier
representation, we now represent the sine wave as

y[n] = yrln]+e[n] = Zo sin (wonT+¢o)+Co+e(nT) (12)

where e represents the added noise, and the sine amplitude,
Zy, and phase, ¢, are explicitly represented. [Note that Z, =
(A2 + B2)'/2, where Ay and By are as previously defined.]
Linearizing as before, and substituting noise for the harmonic
component, an expression similar to (5) is obtained:

e=Dx+e¢ (13)

where
D same as in (5), but computed with derivatives taken with
respect to Z, ¢, C, and w, instead of A, B, C, and w,
e random variable, independent but not necessarily iden-
tically distributed, with zero mean,
e residual of least-squares solution, assuming higher order
terms are negligibly small,
x [AZ A¢ AC AW)T.
Following the approach outlined in [4], it can be shown that
Ef]=x=0 (14)
where E[+] designates the expectation of «, and X is the least-
squares estimate of x. Furthermore, it can be shown that the
variance-covariance matrix of X is given by

Y B =/D"'D)"'D"WWDID'D)" (5

where
> (x) the variance-covariance matrix of X and
W a diagonal weighting matrix such that e = We' and
e is iid, (0, o?).

A. Noise

In the case of random noise, the elements of e are assumed
to be identically distributed, so W = I (where I is the identity
matrix), and (15) reduces to

Z(i)noise = JZ(DTD)— :

where o2 is the noise variance.
The parameter variance, org, of the least-squares fit is given
by the diagonal elements of the matrices in (15) and (16):

(17

(16)

crg = [afaiafa‘i]T =diag{"}
where {*} is the corresponding matrix in (15) or (16). The pa-
rameter covariances are given by the off-diagonal components.
Plots of 02/0?, 03Z%/0?, 02/0?, and 02Z%|w?c? are
given in Fig. 6 for 36 uniformly spaced fundamental phases,
versus the number of periods. For these plots, M, the number
of samples in the record was 100. The values of the plotted
quantities are inversely proportional to M.
The variances of amplitude, offset and frequency are often
more usefully expressed as proportional variances of the
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by the expected proportional variance of the error produced
by jitter (w?0?/Z?) times 100/M, gives proportional vari-
ances for amplitude (02/2?), offset (¢2/Z2), and frequency
(0% /w?), and gives the direct variance of phase (o2).

V. CONCLUSIONS

Four-parameter, least-squares sine wave curve fits produce
parameter estimates that are subject to both random and
systematic errors when the input sample record consists of
a fundamental sine wave corrupted by harmonic distortion
or noise. In the case of harmonic distortion, the errors are
bounded by simple expressions that are approximately in-
versely proportional to both harmonic order and number of
periods in the record, and directly proportional to the ratio of
harmonic distortion to fundamental amplitude. These bounds
hold for data records containing at least two periods of the
fundamental and for relatively large signal-to-noise ratios, but
are not valid for cases in which harmonic components become
aliased. For signals corrupted by noise or jitter, the variances
of the parameter estimates (normalized by the variance of the
corrupting noise) are functions of the number of periods and
the fundamental phase.

REFERENCES

[1] IEEE Std 1057, “IEEE trial-use standard for digitizing waveform
recorders,” July 1989.

[2] Y.-C. Jenq and P. B. Crosby, “Sinewave parameter estimation algorithm
with application to waveform digitizer effective bits measurement,”
IEEE Trans. Instrum. Meas., vol. 37, pp. 529-532, Dec. 1988.

[3] B. E. Peetz, “Dynamic testing of waveform recorders,” IEEE Trans.
Instrum. Meas., vol. IM-32, pp. 12-17, Mar. 1983,

[4] J. V. Beck and K. J. Amnold, Parameter Estimation in Engineering and
Science. New York: Wiley, 1977, p. 224.

[5] T. M. Souders et al., “The effects of timing jitter in sampling systems,”
IEEE Trans. Instrum. Meas., vol. 39, no. 1, pp. 80-85, Feb. 1990.

John P. Deyst (M’90) received the B.S. and M.S.
degrees in electrical engineering from Massachu-
setts Institute of Technology in 1988 and 1990,
respectively.

Since the beginning of 1993 he has worked at the
US National Institute of Standards and Technology
on characterizing waveform sampling and digitizing
systems.

Mr. Deyst serves on the IEEE TC-10 Waveform
Measurements and Analysis Committee.

T. Michael Souders (M’75-SM'90-F'94) received
the B.S. degree in physics from Hopkins University
in 1967.

Since that time, he has been a career employee
with the National Institute of Standards and Tech-
nology, Gaithersburg, MD. His primary interests
in recent years include standards and test methods
for data acquisition and conversion devices, and
efficient testing strategies for complex systems. He
has published more than 30 articles on work in these
fields.

Mr. Souders serves as Chairman of the I[EEE Waveform Measurements and
Analysis Committee.

Otis M. Solomon, Jr. (5'84-M'85-SM’91) was
born in Opelousas, LA, on Jan. 31, 1953. He re-
ceived the B.S. in mathematics from the University
of Southern Mississippi in 1974. From New Mexico
State University, he received two distinct M.S.
degrees: one in mathematics in 1977 and the other
in electrical engineering in 1978. He received the
Ph.D. in electrical engineering from the University
of New Mexico in 1985.

Since 1978, he has worked at Sandia National
Laboratories, Albuquerque, NM. He currently works
in the Primary Standards Laboratory in the AC Project.

Dr. Solomon serves on the [EEE TC-10 Committee which is developing test
standards for digitizing waveform recorders. He chairs TC-10 Subcommittee
on Pulse Techniques.




