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Cutting the high cost of testing

A new modeling approach
lo the overly long lesting
of analog and mixed-signal
devices saves substantially
on time and cost

pmduct:on—testmganew

'. line of low—cost 13-bit

test plan that can correctly
sort the devices into per-
lifi formance bins. What do
youdo" Youtesttheﬁ:st few to come off the
assembly line extensively, examining how
accurately the digital outputs correspond to
the analog inputs and storing the results,
which often deviate from ideal behavior.

Even though you are using the latest au-
tomatic test equipment, you notice that test-
ing a 13-bit analog-to-digital converter
(ADC) at all its possible output codes re-
quires measuring 8192 (213) different values
of input voltage—a very time-consuming
task. And that is just for the room-
temperature tests at nominal supply voltage.
More thorough testing could take several
times longer.

To keep production flowing, you realize
that you may have to buy more test stations.
But that capital investment would force up
the price of the converters, supposedly low-
cost devices. You long for a simpler test plan,
one that would let you sort those convert-
ers accurately into the performance bins
without increasing your costs.

Test engineers are constantly faced with
that challenge: how to develop test routines
that will correctly sort devices at minimum
the expensiveness and thoroughness of the
testing; for a given cost, the more complete
the testing, the lower the throughput.

Over the last several years, a comprehen-
sive approach that optimizes the tradeoffs
associated with production testing of analog
and mixed-signal electronic devices has been
developed at the National Institute of Stan-
dards and Technology (NIST), Gaithersburg,
Md. It is based on the fact that the behavior
of many devices is governed by a relatively
small set of underlying variables, which con-
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sequently determine the results of a large
number of measurements. In essence, a
simple linear coefficient matrix model of the
device is set up to relate the (relatively large
number of) measured responses to the (rela-
tively small set of) underlying variables.

This approach, an extension of the well-
studied technique known as optimal design
of experiments, is then coupled with the
concept of empirical modeling. Although
much more computationally efficient than
the optimal design technique, the new ap-
proach yields nearly as good results. Early
evaluations of its use in small-scale commer-
cial experiments indicate its probable utili-
ty in situations where the candidate test
space is large or otherwise expensive to test
exhaustively, and where a rather few under-
lying parameters affect many aspects of de-
vice behavior—as is true with analog ICs.

In addition to testing converters, the ap-
proach is being applied successfully to a va-
riety of devices and instruments, including
amplifier-attenuator networks, filters, and

Despite such achievements, however, this

approach may not be as effective in other in-
stances. Unless a model is already available,
the method is best suited to large produc-
tion runs where the cost of developing the
model and selecting test points can be amor-
tized over a large number of devices. Also,
certain types of nonlinear behavior can seri-
ously reduce the efficiency of any linear
modeling approach.
LESS IS BETTER. Let us assume that the ini-
tial tests done by the test engineer on the
first eight devices in our a/d converter ex-
ample yield the results shown in Fig. 1. For
simplicity, a fictitious 7-bit converter is il-
lustrated with 128 (27) code states.

Although it is probably not known to the
test engineer, and not obvious from the per-
formance plots, the nonideal behavior of the
converters is largely determined by rather
few semiconductor-processing variables,
here assumed to be seven [Fig. 2].

To find a solution for a system with seven
variables, seven independent equations, or
pieces of information, are required. In Fig-
ure 2, the seven curves on the top repre-
sent the error signatures of the seven
variables.

Each variable is associated with a param-
eter that affects the behavior of the device
in a particular way. For example, parameter
a, causes the entire response to be offset,
whereas a, causes a positive offset in the
lower half of the response and a negative off-
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set in the upper half.

On the bottom of Fig. 2, the productic
run performance of device No. 8 is show
to be a linear combination of these seven sij
natures; the weight of each is the value
the corresponding variable. (The process i
conceptually similar to the idea behind Fou
rier analysis, in that a function is decom
posed into a set of differently weighted stan
dard functions.)

In this system, each candidate input tes
condition, or test point, defines a linea
equation; the total error at each point is ¢
linear combination of the seven signatures
evaluated at the same test point.

The standard way to test ADCs is to do
all-codes testing—run the input over its
range so that all possible output codes are
generated. A 7-bit converter requires per-
forming at least 128 tests, with 128 separate
equations—one for each required value of
input voltage. But, since only seven in-
dependent equations are needed to solve the
system, only seven test points need to be
measured to calculate the values of the
seven variables. Once those variables are
known, the entire behavior of the ADC can
be calculated—rather than measured—at
every required test point by weighting and
summing the seven error signatures.

Therefore, the test engineer really needs
to test the converters under only seven con-
ditions to fully characterize them.

Defining terms

Error signature: the characteristic way in which an
underiying variable contributes to the total error re-
sponse of a device.

Integral nonlinearity (INL): a figure of merit for an
analog-to-digital converter, equal to the maximum
deviation from the ideal input-output curve, not
counting the gain and offset errors.

Normalized prediction vartance: the ratio of the var-
iance of a prediction to the variance of the meas-
urement noise on which it is based.

QR factorization: a standard method for factoring
a matrix into a right (R) triangutar matrix and an or-
thonormal (Q) matrix—usually done to make ma-
chine solutions less subject to computer roundoff
Errors.

Residual erors (residuals): the part of a device's
response that is not described by the model.
Test polat: an input signal or other condition ap-
plied to a device under test, to which an ideal re-
sponse can be predicted; it is also called a test con-
dition or input condition.

Test space: the total range of input variables over
which a device is tested.
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