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Abstract – Channel scanning is an important aspect of seamless 
handovers since it is required in order to find a target point of 
attachment (PoA). In the IEEE 802.11 WLAN, scanning of other 
channels causes service disruptions with the current AP so that 
the provided quality of service (QoS) will be degraded seriously 
during the handoff. In this paper, we propose a QoS supported 
dynamic channel scanning algorithm. The scanning period is 
scheduled to guarantee the user’s QoS requirements while the 
scan progresses. The simulation results show that the proposed 
mechanism reduces service disruptions and provides the desired 
quality of service to users during the scanning period.* 
 

I. INTRODUCTION 
 

During WLAN [1] handoffs, a certain level of service 
disruption in terms of delay and packet loss is simply 
unavoidable due to the channel scanning and link switching 
procedures that need to be performed in order to find a target 
AP and transition the connection to it. Since channel scanning 
can be a relatively time consuming procedure, the quality of 
service (QoS) degradation during a scan is a critical issue. 
Therefore, to support user QoS requirements and seamless 
handovers, service disruptions during the scanning procedure 
should be controlled and scheduled effectively. 

Most previous scanning algorithms focused on reducing the 
scanning time [2-4]. Using either the previous channel 
selection history or information regarding the neighboring 
network topology, they aim at scanning fewer channels in an 
effort to reduce the handover latency. Few other scanning 
algorithms [5][6] were proposed for VoIP applications, in 
which scanning and VoIP traffic transmission are simply 
interleaved with VoIP delay requirements. 

In this paper, we propose a new QoS-aware channel 
scanning mechanism for WLAN networks. To provide the 
desired QoS level to user applications while minimizing MAC 
layer delays and the packet loss ratio, the entire scanning 
period is scheduled based on the scanning policy and 
measured QoS level. The proposed scheduling method divides 
the entire required scanning period into several smaller scan 
times termed service interruption times. After each short scan 
during a SIT (service interruption time), the MS reverts back 
to the normal data transmission mode. The remainder of this 
paper is organized as follows: in Section II, we propose a new 
QoS-aware channel scanning mechanism. In Section III, 
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simulation results are shown. We conclude this paper in 
Section IV. 
 

II.   QOS-AWARE CHANNEL SCANNING 

A. QoS Supported Handoff Procedure 
For QoS-supported scanning and handoff, a ‘QoS 

satisfaction degree’ is defined as a link quality metric in this 
paper. It is a function of QoS metrics as defined in (1). Each 
QoS component is a ratio between required and measured. 
The QoS satisfaction degree for class c can be defined as a 
minimum value from two QoS components or a weighted 
average depending on the user requirements. ( ) 1≥tQoSc  is 
desired.  

( ) ( ) ( )⎟⎟⎠
⎞

⎜⎜
⎝

⎛
=

tM_loss
R_loss,

tM_delay
R_delayFtQoSc                (1) 

where, R_delay and R_loss are the required delay and loss 
ratio, respectively; M_delay(t) and M_loss(t) are the 
measured delay and loss ratio at time t. 

In our approach, we separate the actual handoff execution 
that is most time critical behavior with QoS supported 
scanning. To start the QoS supported scanning, we have 
defined the QoS_Scan_Start link layer trigger. Fig. 1 shows 
the time sequence of the proposed approach. If the current 
measured QoS satisfaction degree is less than the 
QoS_Scan_Start threshold, then the MS sends query messages 
to the IEEE 802.21 information server (IS) [7] to obtain 
neighbor network information.  

The neighbor information also can be obtained from the 
current serving AP using neighbor advertisement messages in 
WLAN. Neighbor report frame from the current AP includes 
the list of the neighbor APs. This neighbor AP information is 
stored in MS’s scanning list. After obtaining neighbor AP 
information, the MS performs QoS supported scanning. To 
provide the desired QoS in terms of delay and loss ratio 
during the entire QoS supported scanning period, short time 
scanning and normal data transmission are interleaved. 
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Figure 1. QoS supported scanning and handoff procedure. 
 
When the measured QoS crosses the QoS Link_ 

Going_Down (QoS_LGD) trigger threshold and if a target 
PoA that can serve the QoS requirements of the user has not 
been found via QoS supported scanning, the MS performs 
non-QoS supported horizontal scanning. With non-QoS 
supported scanning, to find the target PoA, the MS 
consecutively scans all remained channels, as in this case the 
link down event is imminent and the scanning is a time-
critical process. QoS_LGD trigger also activates layer 3 fast 
handoff protocol such as Fast Mobile IPv6 if the target AP is 
not on the same subnet of the current serving AP.  

 
B.  QoS Supported Scanning Mechanism 

In the conventional horizontal channel scanning, candidate 
neighboring channels are generally scanned consecutively. A 
service interruption of several hundred milliseconds occurs, 
during which wireless stations cannot send or receive data 
packets. The main objective of the proposed QoS supported 
scanning is to minimize this type of disruptive scanning effect 
on application traffic and to guarantee the user QoS demands 
during scanning procedures. Instead of consecutively 
scanning all channels, the length of every scanning time and 
interval between scans are dynamically determined in the 
proposed scanning mechanism based on the QoS 
requirements and current QoS measurements.  

Two scanning parameters are defined for each service class 
c, including the service interruption time (SIT) and service 
interruption interval (SII), as shown in Fig. 2. SIT and SII 
indicate the actual scanning interval (during which the current 
service is interrupted) and the time between two scanning 
intervals, respectively. 

 
 

 
 
 

Figure 2. SIT and SII definition. 
 
The desired QoS level in terms of the delay and loss ratio 

during the scanning period ( S
cdelayR _  and S

clossR _ ) can be 
set by the user to be slightly lower than the QoS level under 
normal operation conditions, as in (2). In (3), dR  and lR  
represent tolerable delay and loss degradation ratios, 
respectively. 

c
S
cc

S
c lossRlossRdelayRdelayR __,__ ≥≥         (2) 

( ) ( ) 1,,_log10
_log10

__

10
10

≥
⎪
⎩

⎪
⎨

⎧

=

×=

ld

l

cS
c

cd
S
c

RR
R

lossR
lossR

delayRRdelayR
    (3) 

To adaptively derive the scanning parameters over time t, 
constant bit rate (CBR) applications are assumed. As shown in 

Fig. 3-a, during the SIT, the MS cannot send data to the 
currently serving PoA. The data packets are stored in the 
buffer of the MS and they can be sent after the SIT has 
finished. Therefore, the SIT generates additional delay. The 
delay during the scanning period should be kept lower than 
the desired delay S

cdelayR _ , as in (4). 

( ) ( )( ) S
ccc delayRtdelayMnSIT __ 1 ≤+                (4) 

where the n-th SIT starts at time 1t  and ( )1_ tdelayM c  is the 
measured delay at time 1t . Therefore, the maximum bound of 
the SIT is given as in (6). 

( ) ( )( )1__ tdelayMdelayRnSIT c
S
cc −≤               (5) 

( ) ( )( )1__ tdelayMdelayRnMaxSIT c
S
cc −=           (6) 

  
 
 
 
 

             (a) SIT and delay requirement           
 
 
 
 

               (b) SII and loss requirement 
Figure 3. SIT and SII derivation. 

 
In WLAN, there is no management frame to inform the 

current serving AP of a pending scan by the MS; thus, all 
packets from the AP can be lost, as shown in the case in Fig. 
3-b. When the SIT starts at 1t and finishes at 2t , as in Fig. 3-b, 
in order to guarantee that the packet loss ratio during 

( ) ( )( ]nSIInSITtt cc ++11,  is less than or equal to the desired 

loss level ( )S
clossR _ , ( )nSII  should be determined using (7) 

and the minimum value used in this case is given in (9).  
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( ) ( ) ( )
( )2__

_1
tlossMlossR
nSITlossRnSII

c
S
c

c
S
c

c −
×−≥                     (8) 

( ) ( ) ( )
( )2__

_1
tlossMlossR
nSITlossRnMinSII

c
S
c

c
S
c

c −
×−=                (9) 

where, ( )
2

_ tlossM c  is the measured loss ratio at time 2t  and 
C  is the packet transmission rate. In the proposed mechanism, 
the measurement periods for ( )tdelayM _  and ( )tlossM _  
do not include SITs. Therefore,  ( ) ( )12 __ tlossMtlossM cc = .  

In this paper, the scanning actions that can be performed 
during a SIT time are considered. A SIT can be either too 
short to handle even a single channel scan, or large enough for 
multiple channel scans. The new concept of ‘independent 
scanning pieces’ is defined to address this. If two procedures 
(message exchanges) are not correlated (controlled by the 
same timer) or if the correlated timer values for the next 
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message transmissions at the MS side are relatively long 
compared with the SII, they are considered as independent 
scanning pieces. For example, for active scanning in a WLAN, 
probe request and probe response messages are not 
independent and should be handled as a set. Fig. 4 shows an 
example of this. In order to scan one channel, six message 
exchanges are required. The message exchange M1 and M2 are 
controlled by timer T1 and messages from M3 to M6 are 
controlled by correlated timers T2, T3, and T4. It is assumed 
that the required time (T2) to receive M3 message after 
sending M2 at the PoA is much larger than the SII value. 
Therefore, in this example we have two independent scanning 
pieces.  

Let define isp  be the i-th independent scanning piece, 

ispt _  be the required time for independent scanning piece 

isp , j
iT  be the j-th timer of the i-th independent scanning 

piece, and { }R
iiii TTTT ,, 21=  be a set of correlated timers for 

isp  on the MS side. In Fig. 4, { }422 T,T=T . The required 
time for the i-th independent scanning piece ( ispt _ ) is 
derived as (10).  

∑
=

=
R

k

k
ii Tspt

1
_                             (10) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Independent scanning pieces. 
 

The actual scanning time for isp  can be less than ispt _  
because the MS can finish the required message exchanges 
before the related timer expirations. Let ( )ak

iT  be the actual 

time used by operations controlled by timer k
i

T . The actual 

time used by isp , ( )a
ispt _ , is given as (11). 

( ) ( )∑
=

=
R

k

aka
ii

Tspt
1

_                           (11) 

As in (6) and (9), ( )nMaxSITc  and ( )nMinSIIc  are 
determined at the n-th SIT and SII start time, respectively. 
However, ( )nSITc  and ( )nSIIc  are dynamically determined 
based on the actually used time for each independent scanning 
piece as shown in Fig. 5. The set of independent scanning 
pieces to scan the all required channels S  is given as (12), 

{ }SNspspspS ⋅= ,,, 21                       (12) 

where N is the number of channels to scan and S is the 
number of independent scanning pieces to scan a single 
channel. The durations for ( )nSITc  and ( )nSIIc , at time 1t  

and 2t , respectively, are derived as in Algorithm 1, where nV  
is the set of scanning pieces that have been performed during 

( )nSITc .  
 

ALGORITHM 1(Dynamic SIT and SII determination):   
For the set S , if during ( )1−nSITc , independent 
scanning pieces up to 1−lsp  have been performed, then 

{ }φ=nV , lnext = ,         

       ( ) ( )( )1__ tdelayMdelayRnMaxSIT c
S
cc −=  

 while ( ){ } ( )( )nMaxSITsptspt next
a

iVsp ni
≤+∈∀ __sum   { 

 Perform nextsp ; 
 nnext Vsp → ; 1+= nextnext ; } 

Finish n-th SIT scanning, 
( ) ( ){ }a

iVspc sptnSIT
ni

_sum ∈∀=                              (13) 

 The n-th SII time is 

( ) ( ) ( ) ( )
( )2__

_1
tlossMlossR
nSITlossR

nMinSIInSII
c

S
c

c
S
c

cc −
×−

== (14) 

 
 

 
 
 
 

Figure 5. Dynamic SIT and SII determination. 
 

To finish each independent scanning piece successfully 
with QoS guarantee, the required time of each independent 
piece scanning should be less than or equal to the SIT 
maximum bound, as in (15). 

( ) SinMaxSITspt ci ∈∀≤ ,_           (15) 
If ispt _  is greater than ( )nMaxSITc , then the MN must 
adjust some of timer values of iT  to fit ( )nMaxSITspt ci ≤_ . 
If timer adjustment is not available, then a vertical handoff 
procedure begins. 
 

C. WLAN Case Study 
During the actual scan, by receiving probe response frames 

from neighbor APs during an active scan, the MS can ensure 
that genuine connectivity to the neighbor APs exists, can 
estimate the possible transmission rate, and can recognize the 
QoS conditions of the neighbor APs. The probe response 
frame includes the basic service set (BSS) channel utilization, 
the available admission capacity, the average access delay of 
the BSS, and other parameters. After the MS finishes the 
proposed QoS supported scanning, it can select a target AP 
that currently provides highest level of QoS. 

In a passive scan, the MS switches to a channel and simply 
waits for beacon frames from APs. As the default beacon 
interval is 100 ms, 100ms × 11=1.1 s is required to scan all 
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APs in 11 channels. Most current WLAN cards use active 
scanning to probe available APs. In an active scan, as shown 
in Fig. 6, the MS switches to each channel of the scanning list 
and waits for the indication of an incoming frame or for the 
ProbeDelay time (T1) to expire. It then broadcasts a probe 
request frame on one channel after contending to the medium 
and starts a probe timer. If no activity is detected in the 
wireless media when the probe timer reaches 
MinChannelTime (T2), the station determines that no AP is 
working in that channel and scans another channel. If the 
station detects that the channel is not idle, it will wait for 
probe response frames from working APs until the probe 
timer reaches MaxChannelTime (T3). An empirical 
measurement shows that the ProbeDelay time is a few μ s, 
MinChannelTime is approximately 20ms, and that 
MaxChannelTime ranges from 30 to 40ms [2][12]. Therefore, 
in a WLAN, there exists only one independent piece to 
exchange probe request and probe response frames. The 
required time for the independent piece is given by (16). 

311 TT_ +=+= TimeMaxChannelTimeProbeDelayspt     
(16) 

As there may exist no AP that responds in certain channels, 
the actual used time for the 1sp  can be  

( )

⎩
⎨
⎧

+
+

=
Response Probe oneleast at  is  thereif ,TT

Response Probe no is  thereif ,TT
_

31

21
1

aspt    (17) 

 
 

 
 
 

 
 
 
 

  
 
 

 
 
 
 
 
 
 

Figure 6. Scanning operations in a WLAN. 
 

When ( )nMaxSITc  is given, the minimum number of 
channels that the MS can scan during the n-th SIT is derived 
using (18).  

( ) ( )
⎥
⎦

⎥
⎢
⎣

⎢
+

=
31

min TT
nMaxSITN cn                       (18) 

In WLAN networks, if the current ( )nMaxSITc  is too small 
to capture 1_ spt , the following rule for the Layer 2 
parameter adjustment is applied in the proposed scanning 
mechanism. Δ  is the smallest marginal time to receive a 
probe response. 

ALGORITHM 2(Layer 2 parameter adjustment in WLAN): 
When 

( ) ( )nMaxSITTimeMaxChannelTimeProbeDelay c>+  
if ( ) ( )Δ+≤ TimeProbeDelaynMaxSITc  
    Start vertical scanning and perform a vertical handoff; 
else if ( ) ( )TimeMinChannelTimeProbeDelaynMaxSITc +<  

 ( )
;     

;    
TimeMinChannelTimeMaxChannel

TimeProbeDelaynMaxSITTimeMinChannel c

=
−=   

else if ( ) ( )TimeMaxChannelTimeProbeDelaynMaxSITc +<

     ( ) ;TimeProbeDelaynMaxSITTimeMaxChannel c −=  
  

IV.   SIMULATION RESULTS 
 

A. Numerical Results 
In this numerical experiment, first the SIT and SII 

variations are evaluated based on various network conditions 
in terms of different measured QoS levels and different QoS 
classes. Second, the total scanning times are compared for 
different QoS classes. Table 1 shows the numerical analysis 
parameter values used. We assumed that there are 10 neighbor 
channels to scan. 

Table 1. Numerical analysis parameters 
Parameter  Value 

( )ld RR ,   (2, 2) 

delayR _   40ms(c=1),80ms(c=2),160ms(c=3) 

lossR _  10-2(c=1),2*10-2(c=2),4*10-2(c=3) 
T1+T3  30 ms 
 

Fig. 7 shows the MaxSIT, SIT, and SII variations depending 
on different QoS conditions. As the measured QoS level 
decreases, the MaxSIT slowly decreases because a lower 
current QoS level requires a shorter scan. On the other hand, 
the SII slowly increases as the measured QoS level decreases. 
It is clear that, for a higher QoS class, a shorter MaxSIT is 
required. In Fig. 7-a, if the delay ratio is less than 0.95, the 
MaxSIT cannot include five independent scanning pieces. 
Hence, only four channels can be scanned. 

Fig. 8 shows the SIT and SII variations for the different 
QoS requirements. The required delay and loss ratio vary 
from 20 ms to 120 ms and from 10-3 to 10-2, respectively 
when the delay and loss ratio are fixed at 0.9. The smaller 
required delay makes the SIT smaller and results in a smaller 
SII for a given loss ratio. For a given delay requirement, a 
smaller loss ratio requires a larger SII. The SII does not 
increase proportionally to the required delay due to the 
restriction in the number of allowable independence scanning 
pieces.  

Fig. 9 shows the proposed QoS support scanning time for 
the scanning of 10 neighbor channels. Here, is assumed that 
the measured QoS degradation follows exp(-0.06*t) function. 
A lower QoS class results in a shorter total scanning time and 
a longer SIT time (i.e., more channels scanned during a SIT). 
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(a) MaxSIT and SIT 
 

 
 
 
 
 
 
 
 
 
 

 

(b) SII 
Figure 7. MaxSIT, SIT, and SII variations. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. SIT and SII for different QoS requirements. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. QoS support scanning. 
 

B. NS-2 Simulation Results 
In this simulation using NS-2, the network topology of Fig. 

10 is used. In addition to the MS that is communicating with 
the corresponding node, there exist other 22 mobile stations 
generating background traffic. The aggregated background 
traffic increased until the total network traffic triggered the 
QoS scanning. Table 2 shows the simulation parameters. 
There exist 10 neighbor channels to scan. 

Table 2. Simulation parameters 
Parameter Value 
Delay and loss QoS requirements  40 ms, 10-2 
QoS_Scan_Start threshold 0.9 
Wireless channel capacity 2 Mbps 
Wired network data rate 100 Mbps 
Data packet size 200 bytes 
Data transmission rate  28 kbps (Poisson) 

 
 

 
 
 
 
 
 
 
 

 
Figure 10. Simulation network topology. 

 
Since we used RTS/CTS mechanism for data transmission 

in this WLAN simulation, the packet loss ratio was not 
dominant component compared with packet transmission 
delay in the QoS satisfaction degree computation. Fig. 11 
shows the observed QoS satisfaction degree variations in time 
when we increase the aggregated network traffic.  

 
 
 
 
 
 

 
 
 
 
 

 
Figure 11. QoS satisfaction degree variations. 

 
Fig. 12 shows the measured delay for different scanning 

methods. The MS performs two rounds of scanning, in which 
a round is for scanning all the neighboring channels (in this 
simulation, 10 channels). For performance comparison, we 
also implemented two types of consecutive scanning, in 
which the MS scans all channels of the neighbor networks 
consecutively. The consecutive scanning A starts the second 
round at the same time for the second round in the proposed 
QoS scanning. The consecutive scanning B executes the first 
and second rounds continuously without any time break. As 
shown in Fig. 12-(a), during the QoS scanning, the measured 
average and instance delay are maintained at the low level 
(less than the tolerable delay). In case of consecutive scanning, 
in Figs. 12(b)-(c), the MS can’t transmit packets during the 
long scanning time and the delay is significantly increased. 
Fig. 13 shows the total number of successfully transmitted 
packets by the MS. The MS is not able to send and receive 
data packets to and from the corresponding node during the 
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scanning periods. As we can see, since the proposed method 
interleaves short time scanning and normal data transmission 
in aware of possible delay and loss behaviors, the service 
disruption in terms of packet transmission is much smaller 
than the compared consecutive scanning methods. In the 
consecutive scanning, during the scanning period the packet 
transmissions from and to the MS are halted and the packets 
are buffered.  

 
V.   CONCLUSIONS 

 
In this paper, we have proposed a new channel scanning 

mechanism in the IEEE 802.11 WLAN networks. To support 
the desired delay and loss ratio requirements during a 
scanning period, a short scanning time is interleaved after 
normal data transmissions. The actual scanning time (SIT) 
and its interval (SII) are adaptively determined by the QoS 
metric. All message exchange actions related to scanning are 
grouped as independent scanning pieces and only groups that 
can be handled during a single SIT interval are executed in the 
proposed scanning mechanism. The timing and manner of 
adjustments to the Layer 2 system parameters can be altered 
to meet the scanning requirements.  

A simulation of the proposed technique showed the 
adaptive scanning parameter decision results for different QoS 
requirements and network QoS conditions. Higher QoS 
requirements need a shorter service disruption time and a 
longer scanning time interval. Compared to the conventional 

consecutive scanning method, the proposed QoS scanning 
provides low packet delay without discontinuity of packet 
transmissions.  
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Figure 12. Measured delay. 

 
                               (a) QoS scanning                                   (b) Consecutive scanning A                           (c) Consecutive scanning B 

Figure 13. Number of transmitted packets. 


