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I
EEE Security & Privacy readers might remember that 

a rush of cryptanalytic discoveries in 2004 briefly 

threw the arcane world of cryptographic hash func-

tions into foment. In 2005, Xiaoyun Wang and her 

colleagues1 announced a “better than brute force” method 

for finding collisions in the US 
National Institute of Standards 
and Technology’s (NIST’s) vener-
able SHA-1 hash function, which, 
at that point, was more or less the 
last widely used hash function left 
standing. Any thought that such 
attacks were harmless (because 
they generated collisions only for 
messages that made no sense) was 
put to rest in 2007 by Marc Ste-
vens and his colleagues, who com-
bined Wang’s differential collision 
attack, Antoine Joux’s multicolli-
sions,2 and John Kelsey’s herding 
process,3 and then used a consum-
er video game system to generate 
several different but meaningful 
PDF messages, all with the same 
MD5 hash value (www.win.tue.
nl/hashclash/Nostradamus/).

After almost a decade of com-
parative analytic quiet, these de-
velopments have cast doubt on the 
security of digital signatures and 
other hash function applications be-
cause they depend on collision re-
sistance, the basic security property 
that it should be computationally 
infeasible to find two messages with 
the same hash value. In November 
2007, NIST announced a SHA-3 
competition, modeled on the suc-
cessful Advanced Encryption Stan-
dard (AES) competition, to select a 
new federal hash function standard 

(for full details, see www.nist.gov/
hash-competition). 

By now, you might be won-
dering, “So what happened to 
SHA-2?” Like SHA-1, the SHA-
2 family of hash functions (which 
have 224-, 256-, 384-, and 512-bit 
outputs) were created at NIST’s 
request by the US National Secu-
rity Agency (NSA). SHA-2 hash 
functions have replaced SHA-1 
for many applications, and no 
significant new attacks on them 
have been reported. Why, then, 
do we need a new hash function? 
This article describes why NIST is 
running the SHA-3 competition, 
how it’s structured, and what it’s 
supposed to accomplish.

The NIST competition
Not all cryptographers agree that 
the time is ripe for a hash function 
competition. Some believe we 
should take more time to study 
hash function theory—we’ll get a 
better final standard this way, they 
argue, and we have the SHA-2s to 
tide us over until then. But most 
of the people who NIST would 
expect to contribute designs and 
analysis to the SHA-3 competi-
tion favor a contest as the best ve-
hicle for hash function research, 
just as the Advanced Encryp-
tion Standard (AES) competition 

greatly advanced the state of block 
cipher design.

All told, it takes roughly a de-
cade to run this type of compe-
tition and then incorporate the 
winning algorithm into the actual 
cryptographic fabric of systems 
and the Internet. Although the 
SHA-2s are just coming into use, 
they’re very much in the sequence 
of MD-5 (badly broken), SHA-0 
(also broken), and SHA-1 (totter-
ing on the precipice—no collisions 
demonstrated yet, but they’re ex-
pected soon). Few doubt the NSA’s 
cryptographic design skill, but in-
telligence agencies don’t explain 
their detailed design rationales, 
even though the SHA-2s are pub-
licly specified, which complicates 
the open security analysis that the 
global cryptographic community 
expects for such a widely used 
standard. It’s simply better to have 
an open competition now, with 
the full resources of the global 
cryptographic community behind 
it while we’re ahead of the game 
rather than to risk an emergency 
and have to catch up later.

NIST announced the competi-
tion on 2 November 2007 with a 
submission deadline of 31 October 
2008. Submitters must provide 
a specification of their candidate 
algorithms, with reference and 
optimized C language implemen-
tations, a security analysis, and 
an intellectual property release. 
They’ll also have to disclose and 
agree to make available a world-
wide royalty free license for any 
intellectual property they hold 
on their submission; NIST will 
endeavor to select a SHA-3 that’s 
free from any patent encumbranc-
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es. No issue in cryptographic stan-
dards is as volatile as patents, and 
we don’t seem to need a patented 
hash algorithm. 

The winning 
submission
After much discussion, NIST 
decided that the SHA-3 family 
must be a simple substitute for the 
SHA-2 family—that is, the win-
ning submission must support hash 
outputs of 224, 256, 384, and 512 
bits and be useful in all the main 
SHA-2 applications, particularly 
digital signatures, hashed message 
authentication codes, and pseu-
dorandom number generation. 
This also includes preserving the 
online nature of the present algo-
rithms, all of which process com-
paratively small message blocks 
(usually 512 or 1,024 bits) at a 
time instead of buffering the en-
tire message before processing it. 
Although several cryptographers 
urged NIST to also standardize 
an “in-memory” hash function, 
implementers and users strongly 
oppose it because many commu-
nications applications couldn’t tol-
erate the buffering delays inherent 
in such a function. 

Before the AES competition, 
many of us envisioned block ci-
phers in terms of the Feistel 
network used by the Data En-
cryption Standard (DES). But 
Rijndael, the AES competition’s 
ultimate winner, used a rather 
different “squares” row and col-
umn organization (www.iaik. 
tugraz.at/RESEARCH/krypto/ 
A ES/old/~ r i jmen/r i jnd ae l / 
rijndaeldocV2.zip). The clas-
sic hash function structure, used 
by MD-5, SHA-1, and SHA-2 
and illustrated in Figure 1, is the 
Merkle-Damgård (MD) construct, 
in which a message is divided into 
blocks, the message is padded as 
required, and the length is added 
to the end of the message. The 
chaining variable is set to an initial 
value, and a compression function 
processes each block to produce 

the next chaining variable, the fi-
nal output being the hash value. A 
collision in an MD hash’s overall 
output implies a collision on the 
compression function: if it’s hard 
to find compression function col-
lisions, it must also be hard to find 
hash function collisions. On the 
other hand, the MD construct 
itself has several potentially ex-
ploitable characteristics that an 
ideal hash function wouldn’t have, 
even if the MD compression func-
tion used a perfect random oracle. 
NIST expects to get some very 
different overall designs, some of 
which might input rather small 
amounts of data at a time, whereas 
others might use a tree structure or 
variations on the MD theme that 
avoid the scheme’s known prob-
lems. As with AES, NIST might 
pick an overall design that departs 
from traditional practice.

Proofs
Security proofs are often an issue 
in cryptographic standards, and 
much passion is aroused by dis-
cussions of their value. Some very 
experienced designers largely dis-
count proofs, whereas others go 
to considerable effort to structure 
algorithms and methods to build 
proofs of various sorts. Typically, 

such proofs show that breaking 
the larger structure reduces to

breaking some smaller element 
(such as the compression func-
tion) that usually can’t be proved 
secure but can be intensely stud-
ied, or
solving some long-studied hard 
problem in mathematics (such as 
the discrete log problem). 

It might be hard to convince our-
selves that a “number theoretic” 
hash function has all the other 
properties we expect and desire, 
including good performance, and 
that we can plug it into existing 
hash function applications. Nev-
ertheless, NIST hasn’t ruled out 
such candidates, so it’ll be inter-
esting to see what we get. We also 
expect conventional algorithms 
that rely on the MD reduction and 
probably some without any formal 
reduction proof at all. 

In the end, the algorithm’s se-
curity is the most important se-
lection factor. Although NIST 
doesn’t require them, security 
proofs (or the lack thereof ) will 
likely be an important element 
in security discussions, as will the 
cryptanalysis of deliberately weak-
ened variants. Another important 
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Figure 1. The Merkle-Damgård hash construct. Most current hash functions use this basic 

structure.
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security consideration is diversity: 
we already have SHA-2, so we’ll 
want a SHA-3 that either appears 
much stronger than SHA-2 or 
diff erent enough that, if SHA-2 
breaks, it won’t aff ect SHA-3.

Performance is another selection 
factor. In the AES competition, 
we found little clear distinction in 
security strength between the fi nal 
fi ve candidates, so we ended up de-
pending heavily on performance, 
which is always easier to measure 
than security strength. Inevita-
bly, arguments will rage about the 
most important platform for per-
formance: big desktops and servers, 
small microcontrollers, or dedi-
cated hardware logic. This debate 
is already under way on the NIST 
hash forum (http://csrc.nist.gov/
groups/ST/hash/email_list.html), 
but it seems clear that the SHA-
3 winner will have to be at least 
competitive with SHA-2 and 
probably much better than SHA-
2 in some applications (perhaps in 
hardware or by permitting parallel 
implementation). 

N IST expects to launch a Hash 
Competition Conference to 

review the initial submissions in 
February 2009; the second con-
ference will occur roughly a year 
later in 2010 to review public 
comments submitted on the sub-
missions and their analysis. Fol-
lowing this second conference, 
NIST will select a small number 
of fi nalist candidates (probably fi ve 
or so) for intensive review by the 
community. If, as we expect, we 
get 20 or more initial submissions, 
we’ll inevitably hear some dis-
agreements about the fi nalists, but 
we can only intensively analyze a 
small number of algorithms, and, 
as in the AES competition, all the 
fi nalists will be good hash func-
tions, although we might have to 
drop some worthy submissions.

Cryptanalysis of the fi nalists 
will be the tricky part—the time 
that skilled cryptanalysts can do-

nate is the limiting resource here. 
NIST is building up its limited 
cryptanalytic resources, but will 
rely heavily on the global cryp-
tographic research community to 
do the bulk of the cryptanalysis. If 
the AES competition is any model, 
many analysis papers on the candi-
dates will be submitted to various 
conferences. We’ll tentatively re-
view the cryptanalysis results and 
review performance in a third 
workshop scheduled for 2012, af-
ter which we’ll select a winner. 

The winning team might get 
nothing but glory for their huge 
eff ort. NIST expects the best 
people in the world to participate, 
as they did in the AES competi-
tion, because the community be-
lieves an open competition is the 
best way to select cryptographic 
standards. We expect to work 
hard, have fun, and signifi cantly 
advance the state of the art while 
giving the world a valuable, secure 
hash function standard. 
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