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The goal of this workshop is to explore the implications of 
automated capture and analysis of user behaviors on HCI 
and UE research. 
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Automation, evaluation, log analysis, validation, remote 
testing, usability 
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With the advent of the Web and the refinement of instru-
mentation and monitoring tools, software user interactions 
are being captured on a much larger scale than ever before. 
Automated support for the capture, representation, and em-
pirical analysis of user behavior is leading to new ways to 
evaluate usability and validate theories of human-computer 
interaction. It enables remote testing, allows testing with 
larger numbers of subjects, and motivates the development 
of tools for in-depth analysis. The data capture can take 
place in a formal experimental setting or on a deployed 
system. 
The main questions are: can we leverage these capabilities 
to validate or change our models, to improve the user ex-
perience, and to change the user interfaces in products in 
measurably better ways? How will human-computer inter-
action (HCI) and usability engineering (UE) as bodies of 
knowledge and practice change? How has HCI/UE research 
and practice changed as new analysis, design, and evalua-
tion methods have emerged and been adopted? 
Specifically, a number of different approaches based on 
these methods have appeared in the research literature [3,7] 
and in commercial tools [1,5,6,9]. However, these have led 
to a number of unresolved issues under discussion in both 
the HCI and UE communities, such as how and when to 
apply these methods, when is remote, automated testing 
useful, and what can server logs provide.   
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The goals of this workshop are to encourage discussion of 
these issues by the HCI and UE research communities, and, 
as a result, provide a foundation for a clearer understanding 

and more systematic application of these methodologies.  
This will be accomplished by: 
• Outlining the range of automated and semi-automated 

techniques for capturing and processing user behavior, 
• Exploring key challenges to researchers in applying 

these techniques,  
• Brainstorming approaches for evaluating and compar-

ing methodologies, and 
• Encouraging participants to contribute papers for a 

special issue of a journal or book summarizing the 
findings. 

The survey by Hilbert and Redmiles [3] can be used as a 
starting point for identifying the range of techniques. This 
paper describes the range of data that can be collected and 
how the data can be applied to a set of usability indicators.  
However, one of their conclusions is “…that more work is 
needed in the area of transformation and data collection to 
ensure that useful information can be captured in the first 
place, before automated analysis techniques…can be ex-
pected to yield meaningful results.” We expand on this ob-
servation in the next section. 
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Here is a list of some of the issues that we have identified 
that need to be resolved to have confidence in automated 
and semi-automated techniques. This is not intended as a 
comprehensive list but to illustrate the kinds of issues we 
would like to see discussed at the workshop:  
• Depth vs. breadth: semi-automated user testing usually 

implies analyzing large datasets. But, perhaps the need 
for automation is overstated and skilled testers should 
do user testing individually, at least in the case of 
evaluating a software application. However, for vali-
dating a theory automation can be valuable. See, for 
example, how the collection of eye tracker data and 
visualization to analyze the data are helpful in validat-
ing the CTVA-foraging theory of how a user interacts 
with focus+context information visualizations in [7].  

• In general, can the behavioral data be used to support 
or disprove theories of behavior, such as ACT-R, Soar, 
EPIC, Activity Theory, Foraging Theory, Behaviorism, 
etc.? 
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• What is lost as compared to traditional usability testing 

methods? Is an onsite observer essential for a semanti-
cally deep description of the experience? When is an 
observer not essential? This is an especially important 
issue for testing web usability remotely. With Web-
Quilt [4] and Enviz [6] it is assumed that some useful 
data will be collected without an observer, while Ne-
tusability’s technology [5] and NetRaker’s [1] technol-
ogy captures some of the user reaction with a camera or 
chat window as part of the remote data capture. Server 
logs are used by some; they have severe limitations, but 
when are they useful? 

• How many test participants are required? Recent re-
sults such as those in Spool [8] suggest that many more 
users than the traditionally accepted 5-8 are required 
under some circumstances when evaluating web sites. 
On the other hand, what do you do when you have a 
huge amount of data on user interaction? Can you mine 
it effectively? 

• Is it feasible to develop one or more standard represen-
tations to allow data exchange and development of ge-
neric tools? For example, a standard format for user 
logs, such as that described in [2], will enhance inter-
operability among analysis tools. But, can we find a 
single format to cover a wide range of user testing 
methodologies? What can be done to support mapping 
of low-level system and user events into higher-level 
descriptions? What about capture of the part of the sys-
tem’s behavior that is apparent to the user, e.g., win-
dows opening and closing, and the status of check-
boxes? What context information needs to be captured?  

• Can you effectively automate the tracking and manag-
ing of the web customer experience as in the approach 
described in [9]? This approach connects user satisfac-
tion to click stream and page view user behavior for 
large sample populations. Can you infer the quality of 
the customer experience and how do you use this data 
for improving a web site? How does it compare to 
more traditional methods? 

• Are there differences in data capture and analysis de-
pending on whether data is supporting HCI research or 
usability evaluation? 

• Which of the innumerable aspects of the user behavior 
should be captured? Mouse clicks? Eye gaze? Verbal 
self-reports and think-alouds?  What can be done to 
automate the capture of this data?  

• There are a number of technical issues relating to web-
based applications. For example, can we abstract away 
from browser-specific event models? Is the Document 
Object Model (DOM) the answer? What is the best 
tool architecture for data capture? Server-side instru-
mentation, customized browsers on client-side, or 
proxies in between the two? 

• What analysis and visualization tools are useful to re-
searchers and usability engineers?  

• Is there a methodology for benchmarking approaches 
so that there is some assurance that the automated tools 
are indeed measuring usability? 

• What about privacy concerns? Should users’ behavior 
ever be monitored without their explicit consent? 
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