
Natural Language Processing and InformationRetrievalEllen M. VoorheesNational Institute of Standards and TechnologyGaithersburg, MD 20899 USAellen.voorhees@nist.govAbstract. Information retrieval addresses the problem of �nding thosedocuments whose content matches a user's request from among a largecollection of documents. Currently, the most successful general purposeretrieval methods are statistical methods that treat text as little morethan a bag of words. However, attempts to improve retrieval performancethrough more sophisticated linguistic processing have been largely un-successful. Indeed, unless done carefully, such processing can degraderetrieval e�ectiveness.Several factors contribute to the di�culty of improving on a good statis-tical baseline including: the forgiving nature but broad coverage of thetypical retrieval task; the lack of good weighting schemes for compoundindex terms; and the implicit linguistic processing inherent in the sta-tistical methods. Natural language processing techniques may be moreimportant for related tasks such as question answering or document sum-marization.1 IntroductionImagine that you want to research a problem such as eliminating pests fromyour garden or learning the history of the city you will visit on your next hol-iday. One strategy is to gather recommendations for items to read; that is, toask for references to documents that discuss your problem rather than to askfor speci�c answers. Computer systems that return documents whose contentsmatch a stated information need have historically been called information re-trieval (IR) systems, though lately they are more often called document retrievalor text retrieval systems to distinguish them from systems that support otherkinds of information-seeking tasks.Information retrieval systems search a collection of natural language docu-ments with the goal of retrieving exactly the set of documents that pertain to auser's question. In contrast to database systems that require highly structureddata and have a formal semantics, IR systems work with unstructured naturallanguage text. And in contrast to expert systems, IR systems do not attemptto deduce or generate speci�c answers but return (pieces of) documents whosecontent is similar to the question. While IR systems have existed for over 40years, today the World Wide Web search engines are probably the best-known



examples of text retrieval systems. Other examples include systems that supportliterature searches at libraries, and patent- or precedent-searching systems in law�rms. The underlying technology of retrieval systems|estimating the similarityof the content of two texts|is more broadly applicable, encompassing such tasksas information �ltering, document summarization, and automatic constructionof hypertext links.Information retrieval can be viewed as a great success story for natural lan-guage processing (NLP): a major industry has been built around the automaticmanipulation of unstructured natural language text. Yet the most successful gen-eral purpose retrieval methods rely on techniques that treat text as little morethan a bag of words. Attempts to improve retrieval performance through moresophisticated linguistic processing have been largely unsuccessful, resulting inminimal di�erences in e�ectiveness at a substantially greater processing cost oreven degrading retrieval e�ectiveness.This paper examines why linguistically-inspired retrieval techniques have hadlittle impact on retrieval e�ectiveness. A variety of factors are indicated, rangingfrom the nature of the retrieval task itself to the the fact that current retrievalsystems already implicitly incorporate features the linguistic systems make ex-plicit. The next section provides general IR background by describing both howcurrent retrieval systems operate and the evaluation methodology used to de-cide if one retrieval run is better than another. Section 3 provides an overviewof recent NLP and IR research including a case study of a particular set of NLPexperiments to illustrate why seemingly good ideas do not necessarily lead toenhanced IR performance. The �nal section suggests some related tasks thatmay bene�t more directly from advances in NLP.2 BackgroundText retrieval systems have their origins in library systems that were used to pro-vide bibliographic references to books and journals in the library's holdings [1].This origin has had two major inuences on how the retrieval task is de�ned.First, retrieving (pointers to) documents rather than actual answers was the nat-ural extension to the manual processes that were used in the libraries at the time,and this continues to be the main focus of the task. Second, retrieval systems areexpected to handle questions on any subject matter included in a relatively largeamount of text. This requirement for domain-independence and large amounts oftext precluded knowledge-based approaches for text understanding from beingincorporated into retrieval systems because the requisite knowledge structureswere not available and the processing was too slow. Instead, the majority of in-formation retrieval systems use statistical approaches to compute the similaritybetween documents and queries. That is, they use word counting techniques andassume that two texts are about the same topic if they use the same words.A basic understanding of how these current retrieval systems work is requiredto appreciate how linguistic processing might a�ect their performance. This sec-tion provides a summary of the current practice in IR based on the results of an



on-going series of evaluations known as the Text REtrieval Conference (TREC)workshops. The �nal part of the section describes common practices for retrievalsystem evaluation.2.1 The Basics of Current IR SystemsRetrieval systems consist of two main processes, indexing andmatching. Indexingis the process of selecting terms to represent a text. Matching is the process ofcomputing a measure of similarity between two text representations.In some environments human indexers assign terms, which are usually se-lected from a controlled vocabulary. A more common alternative is to use au-tomatic indexing where the system itself decides on the terms based on the fulltext of the document. A basic automatic indexing procedure for English mightproceed as follows:1. split the text into strings of characters delimited by white space, consideringsuch strings to be \words" (tokenization);2. remove very frequent words such as prepositions and pronouns (removal ofstop words); and3. conate related word forms to a common stem by removing su�xes (stem-ming).The resulting word stems would be the terms for the given text.In early retrieval systems, queries were represented as Boolean combinationsof terms, and the set of documents that satis�ed the Boolean expression wasretrieved in response to the query. While this Boolean model is still in use today,it su�ers from some drawbacks: the size of the retrieved set is di�cult to control,and the user is given no indication as to whether some documents in the retrievedset are likely to be better than others in the set. Thus most retrieval systemsreturn a ranked list of documents in response to a query. The documents in thelist are ordered such that the documents the system believes to be most like thequery are �rst on the list.The vector-space model is another early retrieval model still in use to-day [2]. In this model, documents and queries are represented by vectors inT -dimensional space, where T is the number of distinct terms used in the doc-uments and each axis corresponds to one term. Given a query, a vector systemproduces a ranked list of documents ordered by similarity to the query, wherethe similarity between a query and a document is computed using a metric onthe respective vectors.Other retrieval models exist, including several di�erent probabilistic modelsand models based on word proximity. One of the �ndings of the TREC workshopsis that retrieval systems based on quite di�erent models exhibit similar retrievale�ectiveness. That is, retrieval e�ectiveness is not strongly inuenced by thespeci�cs of the model used as long as the model incorporates appropriate termweighting. Term weighting, on the other hand, has been shown to have a primarye�ect on retrieval quality, with the best weights combining term frequency (tf ),



inverse document frequency (idf ), and document length (dl) factors [3]. In thisformulation, the tf factor weights a term proportionally to the number of timesit occurs in the text, the idf factor weights a term inversely proportional to thenumber of documents in the collection that contain the term, and the dl factorcompensates for widely varying document lengths.2.2 The TREC WorkshopsThe relative merit of di�erent retrieval approaches (for example, di�erent weight-ing schemes) is evaluated using test collections, benchmark tasks for which thecorrect answers are known. Because retrieval performance is known to varywidely across queries, test collections need to contain a su�cient number ofqueries to make comparisons meaningful. Further, an observed di�erence in re-trieval performance between two systems is generally considered valid only if it isrepeatable across multiple collections. Thus statements regarding best practicesin IR must be based on hundreds of retrieval runs. TREC provides the necessaryinfrastructure to support such comparisons [http://trec.nist.gov].The TREC workshops are designed to encourage research on text retrievalfor realistic applications by providing large test collections, uniform scoring pro-cedures, and a forum for organizations interested in comparing results. Startedin 1992, the conference is co-sponsored by the National Institute of Standardsand Technology (NIST) and the Defense Advanced Research Projects Agency(DARPA). For each TREC, NIST provides a test set of documents and ques-tions. Participants run their retrieval systems on the data, and return to NISTa list of the retrieved top-ranked documents. NIST pools the individual results,judges the retrieved documents for correctness, and evaluates the results. TheTREC cycle ends with a workshop that is a forum for participants to share theirexperiences.TREC's success depends on having a diverse set of participants. Since therelevance judgments (the \correct answers") are based on pooled results, thepools must contain the output from many di�erent kinds of systems for the�nal test collections to be unbiased. Also, a variety of di�erent candidate tech-niques must be compared to make general recommendations as to good retrievalpractice. Fortunately, TREC has grown in both the number of participants andthe number of di�erent retrieval tasks studied since the �rst TREC. The latestTREC, TREC-7 held in November 1998, had 56 participating groups from 13di�erent countries and included representatives from the industrial, academic,and government sectors.The �rst TREC conferences contained just two main tasks, ad hoc and rout-ing. Additional subtasks known as \tracks" were introduced into TREC inTREC-4 (1995). The main ad hoc task provides an entry point for new par-ticipants and provides a baseline of retrieval performance. The tracks invigorateTREC by focusing research on new areas or particular aspects of text retrieval.To the extent the same retrieval techniques are used for the di�erent tasks, thetracks also validate the �ndings of the ad hoc task. Figure 1 shows the number



of experiments performed in each TREC, where the set of runs submitted forone track by one participant is counted as one experiment.
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QueryFig. 1. Number of TREC experiments by TREC task2.3 Best PracticesEnough di�erent experiments have been run in TREC to support general con-clusions about best practices for IR|retrieval techniques incorporated by mostretrieval systems because they have been shown to be bene�cial [3]. One suchpractice, term weighting, has already been mentioned as being critical to retrievalsuccess.Another primary factor in the e�ectiveness of retrieval systems is good queryformulation. Of course, the best way of getting a good query is to have the userprovide one. Unfortunately, users don't tend to provide su�cient context, usuallyo�ering a few keywords as an initial question. Retrieval systems compensate byperforming query expansion, adding related terms to the query. There are severaldi�erent ways such expansion can be accomplished, but the most commonly usedmethod is through blind feedback. In this technique, a retrieval run consists oftwo phases. In the �rst phase, the original query is used to retrieve a list ofdocuments. The top documents on the list are assumed to be relevant and areused as a source of discriminating terms; these terms are added to the queryand the query is reweighted. The second phase uses the reformulated query toretrieve a second document list that is returned to the user.Two other techniques, the use of passages and phrasing, are now used bymost retrieval systems though they do not have as large an impact on the �nalresults as weighting and query formulation do. Phrasing is the determination



of compound index terms, i.e., an index term that corresponds to more thanone word stem in the original text. Most frequently the phrases are word pairsthat co-occur in the corpus (much) more frequently than expected by chance.Generally, both the individual word stems and the compound term are addedto the query. Passages are subparts of a document. They are used as a means of�nding areas of homogenous content within large documents that cover a varietyof subjects.2.4 Evaluating Retrieval System E�ectivenessThroughout this paper I assume it is possible to decide that one retrieval run ismore e�ective than another. This subsection describes the evaluation methodol-ogy used to make this determination.Retrieval experiments are performed using test collections. A test collectionconsists of a set of documents, a set of questions (called \topics" in TREC), and,for each question, a list of the documents that are relevant to that question, therelevance assessments. Relevance assessments are generally binary (a documentis either relevant or not) and assumed to be exhaustive (if a document is notlisted as being relevant, it is irrelevant).A number of di�erent e�ectiveness measures can be computed using therelevance assessments of a test collection. A very common method of evaluatinga retrieval run is to plot precision against recall. Precision is the proportion ofretrieved documents that are relevant, and recall is the proportion of relevantdocuments that are retrieved. While a perfect retrieval run will have a value of1.0 for both recall and precision, in practice precision and recall are inverselyrelated.The e�ectiveness of individual queries varies greatly, so the average of theprecision and recall values over a set of queries is used to compare di�erentschemes. The precision of an individual query can be interpolated to obtain theprecision at a standard set of recall values (for example, 0.0 { 1.0 in incrementsof .1). The precision at these recall points is then averaged over the set of queriesin the test collection. The \3-point" average precision is used below as a singlemeasure of retrieval e�ectiveness in a case study; this average is the mean of theprecision values at each of 3 recall values (.2, .5, and .8).Another single-valued measure called \(non-interpolated) average precision"was introduced in the TREC workshops and is used to discuss the TREC resultsbelow. The average precision for a single topic is the mean of the precision valuesobtained after each relevant document is retrieved. The mean average precisionfor a run consisting of multiple queries is the mean of the average precision scoresof each of the queries in the run. In geometric terms, the average precision for asingle query is the area underneath the uninterpolated recall-precision graph.3 Current Applications of NLP to IRBefore discussing how NLP is used in IR, it is necessary to de�ne what consti-tutes \natural language processing". The very fact that retrieval systems operate



on natural language text and return useful results demonstrates that, at somelevel, text retrieval is natural language processing. IR systems must at least to-kenize the text,1 which is fairly trivial for English, but is more of a challengein languages such as German (with its extensive use of compound forms) orChinese (where there are very few syntactic clues to word boundaries). Manyretrieval systems also perform stemming, a type of morphological processing.Nonetheless, in common usage \NLP for IR" has the more speci�c mean-ing of using linguistically-inspired processing to improve text retrieval systeme�ectiveness [4, 5]. In most cases, the NLP has focused on improving the repre-sentation of text (either documents or queries) during indexing. Matching theresulting query and document representations then proceeds in the usual way,though special processing may be used to decide if two individual terms match.For example, if index terms are noun phrases, then a partial match may be madeif two terms share a common head but are not identical.This section reviews some of the recent research in applying NLP techniquesto information retrieval indexing. The section begins by examining a particularexperiment as a case study of the types of issues involved when incorporatingNLP techniques within existing retrieval frameworks. It then looks at the re-search that has been undertaken in the context of the TREC program, especiallythe NLP track in TREC-5 (1996) [8].3.1 A Case StudyThe case study involves an investigation into using the semantic information en-coded in WordNet, a manually-constructed lexical system developed by GeorgeMiller and his colleagues at Princeton University [9], to enhance access to collec-tions of text. The investigation took place several years ago and is described indetail elsewhere [10, 11]. It is summarized here to illustrate some of the pitfallsof linguistic processing.WordNet is a system that reects current psycholinguistic theories abouthow humans organize their lexical memories. The basic object in WordNet isa set of strict synonyms called a synset. By de�nition, each synset in which aword appears is a di�erent sense of that word. Synsets are organized by thelexical relations de�ned on them, which di�er depending on part of speech.For nouns (the only part of WordNet used in the experiment), the lexical rela-tions include antonymy, hypernymy/hyponymy (is-a relation) and three di�erentmeronym/holonym (part-of) relations. The is-a relation is the dominant relation-ship, and organizes the synsets into a set of approximately ten hierarchies.The focus of the investigation was to exploit the knowledge encoded in Word-Net to ameliorate the e�ects synonyms and homographs have on text retrievalsystems that use word matching. In the case of homographs, words that appear1 Not all systems tokenize the text into words. Systems based on n-grams [6] use wordfragments as index terms. Other systems such as the MultiText system [7] do notindex at all, but treat the entire document collection as one long string and de�nequeries as arbitrary patterns over the string.



to be the same represent two distinct concepts, such as `bank' meaning boththe sides of a river and a �nancial institution. With synonyms, two distinctwords represent the same concept, as when both `board' and `plank' mean apiece of wood. Homographs depress precision because false matches are made,while synonyms depress recall because true matches are missed. In principle,retrieval e�ectiveness should improve if matching is performed not on the wordsthemselves, but on the concepts the words represent.This idea of conceptual indexing is not new to IR. Controlled vocabulariesgenerally have a canonical descriptor term that is to be used for a given concept.Concept matching has also been used successfully in limited domains by systemssuch as SCISOR [12] and FERRET [13]; in these systems, meaning structures areused to represent the concepts and sophisticated matching algorithms operate onthe structures. Less knowledge-intensive approaches to concept matching havealso been developed. For example, abstracting away from the particular wordsthat happen to be used in a given text is the motivation behind latent semanticindexing [14]. The point of our investigation was to see if WordNet synsets couldbe used as concepts in a general-purpose retrieval system.Successfully implementing conceptual indexing using synsets requires amethod for selecting a single WordNet synset as the meaning for each noun in atext, i.e., a word sense disambiguation procedure. The disambiguation procedureused will not be described here. For this discussion, the important feature of theprocedure is that it used the contents of a piece of text (document or query)and the structure of WordNet itself to return either one synset id or a failureindicator for each ambiguous noun in the text. The synset ids were used as indexterms as described in the next paragraph.The experiments used an extended vector space model of information re-trieval that was introduced by Fox [15]. In this model, a vector is a collection ofsubvectors where each subvector represents a di�erent aspect of the documentsin the collection. The overall similarity between two extended vectors is com-puted as the weighted sum of the similarities of corresponding subvectors. Thatis, the similarity between query Q and document D issim(Q;D) = Xsubvector i�isimi(Qi; Di)where �i reects the importance of subvector i in the overall similarity betweentexts and simi is the similarity metric for vectors of type i. For the conceptualindexing experiments, document and query vectors each contained three subvec-tors: stems of words not found in WordNet or not disambiguated, synonym setids of disambiguated nouns, and stems of the disambiguated nouns. The secondand third subvectors are alternative representations of the text in that the sametext word causes an entry in both subvectors. The noun word stems were keptto act as a control group in the experiment. When the weight of the synset idsubvector is set to zero in the overall similarity measure, document and querytexts are matched solely on the basis of word stems.To judge the e�ectiveness of the conceptual indexing, the performance of thesense vectors was compared to the performance of a baseline run (see Table 1).



In the baseline run, both document and query vectors consisted of just onesubvector that contained word stems for all content words. The table gives thee�ectiveness of the baseline run and three di�erent sense-based vector runs for�ve standard test collections. The �ve test collections areCACM: 3204 documents on computer science and 50 queries,CISI: 1460 documents on information science and 35 queries,CRAN: 1400 documents on engineering and 225 queries,MED: 1033 documents on medicine and 30 queries, andTIME: 423 documents extracted from Time Magazine and 83 queries.Each row in the table gives the average 3-point precision value obtained bythe four di�erent retrieval runs for a particular collection, where the averageis over the number of queries in that collection. For each of the sense-basedvector runs, the percentage change in 3-point precision over the standard run isalso given. Thus, the entry in row `MED', column `211' of the table indicatesthat the average precision for the MED collection when searched using sense-based vectors 211 (explained below) is .4777, which is a 13.6% degradation ine�ectiveness as compared to the average precision of .5527 obtained when usingstandard stem-based vectors.Table 1. 3-point average precision for sense-based vector runsBaseline 110 211 101Collection 3-pt 3-pt % 3-pt % 3-pt %CACM .3291 .1994 -39.4 .2594 -21.2 .2998 -8.9CISI .2426 .1401 -42.3 .1980 -18.4 .2225 -8.3CRAN .4246 .2729 -35.7 .3261 -23.2 .3538 -16.7MED .5527 .4405 -20.3 .4777 -13.6 .4735 -14.3TIME .6891 .6044 -12.3 .6462 -6.2 .6577 -4.6The three sense-based vector runs di�er in the way the subvectors wereweighted when computing the overall similarity between documents and queries,and these weights are used to label the runs. The run labeled `110' gives equalweight to the non-noun word stems and the synset ids and ignores the noun wordstems. This run represents a true conceptual indexing run. The run labeled `211'gives the non-noun word stems twice the weight given to each of the synset idsand the noun word stems. This run weights the non-noun stems twice to coun-terbalance the fact that both the noun stems and the noun senses are included.The �nal run (`101') is a control run| all of the word stems get equal weightand the synset ids are ignored. This is not equivalent to the baseline run sincethe overall similarity measure only counts a term match if the term occurs inthe same subvector in both the query and document.



Clearly, the e�ectiveness of the sense-based vectors was worse than that ofthe stem-based vectors, sometimes very much worse. As is usually the case withretrieval experiments, examination of individual query results shows that somequeries were helped by the conceptual indexing while others were hurt by it.For example, the retrieval e�ectiveness of MED query 20 was improved by thesense-based vectors. Query 20 requests documents that discuss the e�ects of`somatotropin', a human growth hormone. Many of the relevant documents usethe variant spelling `somatotrophin' for the hormone and thus are not retrievedin the standard run. Since the synset that represents the hormone includes bothspellings as members of the set, documents that use either spelling are indexedwith the same synset identi�er in the sense-based run and match the query. Incontrast, the retrieval e�ectiveness of MED query 16 was severely degraded bythe sense-based vectors. The query requests documents on separation anxiety ininfant and preschool children. It retrieves 7 relevant documents in the top 15 forthe standard run but only 1 relevant document in the top 15 for the `110' run.The problem is selecting the sense of `separation' in the query. WordNet containseight senses of the noun `separation'. With few clues to go on in the short querytext, the indexing procedure selected a sense of `separation' that was not usedin any document. The query's separation concept could therefore never matchany document, and retrieval performance su�ered accordingly.In this particular set of experiments, almost all of the degradation in retrievalperformance can be attributed to missing term matches between documents andqueries when using sense-based vectors that are made when using standard wordstem vectors. The missed matches have several causes: di�erent senses of a nounbeing chosen for documents and queries when in fact the same sense is used;the inability to select any senses in some queries due to lack of context; andadjectives and verbs that conate to the same stem as a noun in the standardrun but are maintained as separate concepts in the sense-based runs. The im-portance of �nding matches between document and query terms is con�rmed bythe degradation in performance of the control run `101' compared to the base-line run. The only major di�erence between the control run, which ignores thesenses and just uses the word stems, and the baseline run, which also uses onlyword stems, is the introduction of subvectors in the `101' run. In the sense-basedvectors, stems of words that are not nouns or nouns that are not in WordNet arein one subvector and stems of WordNet nouns are in the other subvector. Theextended vector similarity measure matches a word stem in the document vectoronly if that word stem appears in the same subvector in the query. Therefore,adjectives and verbs that conate to the same stem as a noun get counted as amatch in the baseline run but do not match in the `101' run.Of course, the fact that the conceptual indexing failed in this one experimentdoes not mean that concepts are inherently inferior to word stems. A disambigua-tion procedure that was able to resolve word senses more consistently betweendocuments and queries would have improved the sense-based results above, aswould an indexing procedure that could recognize concepts implied by words



other than nouns. But the experiment does o�er some broader insights intoimproving word-based retrieval through linguistically selected index terms.Linguistic techniques must be essentially perfect to help. The state ofthe art in linguistic processing of domain-independent text (e.g., part-of-speech tagging, sense resolution, parsing, etc.) is such that errors still occur.Thus the e�ect of errors on retrieval performance must be considered whentrying to use these techniques to overcome the de�ciencies of word stem in-dexing. Unfortunately, in the particular case of word sense disambiguation, acommon error (incorrectly resolving two usages of the same sense di�erently)is disastrous for retrieval e�ectiveness. Sanderson found that disambiguationaccuracy of at least 90% was required just to avoid degrading retrieval e�ec-tiveness [16]. This is a very high standard of performance for current NLPtechnology.Queries are di�cult. Queries are especially troublesome for most NLP pro-cessing because they are generally quite short and o�er little to assist lin-guistic processing. But to have any e�ect whatsoever on retrieval, queriesmust also contain the type of index terms used in documents, or at leasthave some way of interacting with the documents' index terms.Nonlinguistic techniques implicitly exploit linguistic knowledge.Even if done perfectly, linguistic techniques may provide little bene�tover appropriate statistical techniques because the statistical techniquesimplicitly exploit the same information the linguistic techniques makeexplicit. Again using sense disambiguation as an example, in practicehomographs are not a major contributor to retrieval failure unless the queryis extremely short (one word) or the searcher is interested in very highrecall [17]. If a document has enough terms in common with a query tohave a high similarity to the query, then the contexts in the two texts aresimilar and any polysemous words will likely be used in the same sense. Infact, the IR method of computing similarities among texts can be used tobuild a classi�er to discriminate among word senses [18].Term normalization might be bene�cial. Term normalization, i.e., map-ping variant spellings or formulations of the same lexical item to a commonform, may be one area in which linguistic approaches improve on simpleword stems. The use of somatotropin/somatotrophin is one example of thise�ect. Proper nouns are a more general class of lexical items that word stemapproaches do not handle very well, but are regular enough to be accuratelycaptured by more sophisticated techniques [19]. Although current IR testcollections do not contain enough queries that depend on proper nouns tobe able to quantify how much special processing helps, in other retrievalenvironments such as web search engines providing special processing fornames is noticeably better.3.2 TREC-5 NLP TrackSense resolution is but one approach to using NLP to improve indexing. TheNLP track in TREC-5 invited participants to try any NLP approach on the



test collection consisting of almost 75,000 Wall Street Journal articles (240MBof text) and TREC topics 251{300. Four groups submitted runs to the track.While the track accepted both automatic and manual runs, only the automaticruns will be discussed here in keeping with the focus of the rest of the paper.The MITRE group [20] had experience building trainable natural languagealgorithms for information extraction tasks by participating in the Message Un-derstanding Conferences (MUC). However, TREC-5 was their �rst entry intoTREC, and they were not able to complete all they had hoped to do by thetime of the TREC-5 conference. The run they did submit to the NLP track con-sisted of pre- and post-processing steps applied to a basic SMART2 statisticalrun. The preprocessing step aimed to automatically locate and remove from thequery statement extraneous material that might mislead a stem-based search.The post-processing step aimed to re-order the ranked output of the SMARTsearch based on learning which were the important keywords and phrases inthe query and giving documents containing those terms higher ranks. As imple-mented for the track, neither process had any appreciable impact (either positiveor negative) on the SMART results.The other three entries in the NLP track tested syntactic phrasing (some-times in conjunction with other NLP techniques) as a possible improvement overstatistical phrases. As noted in Section 2.3, one of the �ndings of TREC is thatphrasing in some form is generally useful. Most systems use statistical phrasingwhere a \phrase" is any pair of words that co-occur in documents su�cientlyfrequently. Generally the pair and both the individual word stems are used as in-dex terms. Statistical phrases are clearly only a rough approximation to naturallanguage phrases. Some frequently co-occurring pairs such as `early fourth' arenot phrases at all. Documents containing non-compositional collocations such as`hot dog' and `White House' are still (incorrectly) indexed by their componentwords. Phrases longer than two words are ignored. The internal structure of thephrase is also ignored so that `college junior' is conated with `junior college'.The question is to what extent these problems a�ect retrieval.The Xerox TREC-5 NLP track entry directly compared the e�ectiveness ofretrieval runs using statistical phrasing vs. a speci�c kind of syntactic phras-ing [21]. The syntactic phrasing was accomplished by using a light parser to per-form a shallow syntactic analysis of text. Pairs of words that the parse found tobe in one of the following relations were extracted as phrases: subject-verb, verb-direct object, verb-adjunct, noun modifying noun, adjective modifying noun, ad-verb modifying verb. Phrases that included a stop word as a phrase componentwere discarded. For each of the remaining phrases, the component words werestemmed and alphabetically sorted to form the �nal index term. Figure 2, de-rived from �gures given in the Xerox paper, shows the phrases detected by thestatistical and syntactic methods for an example query.Using the mean average precision measure to evaluate the retrieval runs,the use of the syntactic phrases increased e�ectiveness 15% as compared to a2 SMART is a retrieval system based on the vector space model that was developedat Cornell University.



Original Text (non-stopwords in italics):Where and for what purpose is scuba diving done professionally?Statistical phrases (in WSJ corpus):dive scub (diving, scuba)Xerox syntactic phrases:dive scub (diving, scuba)dive profess (diving, professionally)Fig. 2. Phrases derived for an example query by both statistical and syntactic methodsbaseline run with no phrases (from .200 to .231). Using the statistical phrasesimproved the mean average precision by only 7% over the same baseline (from.200 to .215), so the syntactic phrases did have a positive e�ect. But this gaincame at a cost in processing time; indexing the 240MB document text took 36hours longer using the parsing than it did using the statistical methods. Also,the syntactic phrasing was only bene�cial when starting with the longer versionof the TREC topics. When only the short version of the topics was used (e.g.,a single sentence as shown in Figure 2) the syntactic phrasing run degraded thebaseline e�ectiveness by 30%.The the CLARITECH NLP track entry was also an evaluation of the useof syntactic phrases for document indexing [22]. The main goal of the studywas to compare di�erent kinds of syntactic phrases to each other, rather thancompare syntactic phrases to statistical phrases. The syntactic phrases used bythe CLARIT system are noun phrases, and the di�erent types of phrases testedwere full noun phrases (e.g., \heavy construction industry group"), adjacentsubphrases in the noun phrase (e.g., \heavy construction industry"), and headmodi�er pairs (e.g, \construction industry", \industry group", \heavy construc-tion").Four di�erent CLARIT runs were made: a base case consisting of only singlewords; single words plus head modi�er pairs; single words plus head modi�erpairs plus full noun phrases; and single words plus all types of phrases. Themost e�ective run was the run that included single words plus head modi�erpairs only, which increased mean average precision by 13% over the base case ofwords only (from .183 to .206). A second set of runs performed after TREC-5used a more e�ective query weighting scheme that improved all the runs. Withthis weighting scheme, the head modi�er pairs run was still the most e�ective,with an increase in mean average precision of 9% over the base case of no phrases(from .221 to .240). These results all used the long version of the topics. Evenwhen using the long version, CLARITECH noted that they did not see as much ofan e�ect on retrieval performance using phrases as expected because the queriescontained so few phrases. They also noted that appropriately weighting phrasesis an important factor in phrase-based indexing.



The focus of the GE-led TREC group has been on NLP techniques for in-formation retrieval since TREC began [23, 5]. Because their earlier experimentsdemonstrated that the NLP techniques worked signi�cantly better with longerquery statements, much of their TREC-5 work was an investigation into per-formance of their system when the topic statements were expanded with largeamounts of hand-selected document text. Such expansion signi�cantly improvesthe performance of both statistical and NLP runs, though the NLP runs mayget somewhat more of a boost.TREC-5 was also the year the GE group introduced a stream architecture.In this architecture di�erent independent processes produce index terms for atext and a combination mechanism resolves the various candidate index termsets into one �nal set. The stream architecture provides a convenient testbedto investigate the relative contributions of the di�erent streams. The group im-plemented a variety of statistical and linguistic streams including word stems;head modi�er pairs (derived from verb object and subject verb combinations inaddition to noun phrases); unnormalized noun groups; and names. Similar tothe CLARITECH �ndings, the results of the stream architecture experimentssuggested that having some phrases is an improvement over no phrases, but sim-pler phrases (in this case the unnormalized noun groups) work better than morecomplicated phrases.The TREC-5 NLP track participants found the same types of di�culties intrying to improve on statistical IR system e�ectiveness as were encountered inthe case study. Queries are short and therefore don't o�er much opportunity toperform processing that will signi�cantly a�ect retrieval. Large degradation inperformance is possible unless the NLP works very well and the term weightingis not disturbed. The statistical phrases capture most of the salient informationthat can be exploited by syntactic phrases. These are the issues that need to beaddressed to improve retrieval e�ectiveness through linguistic processing.4 SummaryThe explosive growth in the number of full-text, natural language documentsthat are available electronically makes tools that assist users in �nding docu-ments of interest indispensable. Information retrieval systems address this prob-lem by matching query language statements (representing the user's informationneed) against document surrogates. Intuitively, natural language processing tech-niques should be able to improve the quality of the document surrogates and thusimprove retrieval performance. But to date explicit linguistic processing of doc-ument or query text has a�orded essentially no bene�t for general-purpose (i.e.,not domain speci�c) retrieval systems as compared to less expensive statisticaltechniques.The question of statistical vs. NLP retrieval systems is miscast, however.It is not a question of either one or the other, but rather a question of howaccurate an approximation to explicit linguistic processing is required for goodretrieval performance. The techniques used by the statistical systems are based



on linguistic theory in that they are e�ective retrieval measures precisely becausethey capture important aspects of the way natural language is used. Stemming isan approximation to morphological processing. Finding frequently co-occurringword pairs is an approximation to �nding collocations and other compoundstructures. Similarity measures implicitly resolve word senses by capturing wordforms used in the same contexts. Current information retrieval research demon-strates that more accurate approximations cannot yet be reliably exploited toimprove retrieval.So why should relatively crude approximations be su�cient? The task ininformation retrieval is to produce a ranked list of documents in response toa query. There is no evidence that detailed meaning structures are necessaryto accomplish this task. Indeed, the IR literature suggests that such structuresare not required. For example, IR systems can successfully process documentswhose contents have been garbled in some way such as by being the output ofOCR processing [24, 25] or the output of an automatic speech recognizer [26].There has even been some success in retrieving French documents with Englishqueries by simply treating English as misspelled French [27]. Instead, retrievale�ectiveness is strongly dependent on �nding all possible (true) matches betweendocuments and queries, and on an appropriate balance in the weights amongdi�erent aspects of the query. In this setting, processing that would create betterlinguistic approximations must be essentially perfect to avoid causing more harmthan good.This is not to say that current natural language processing technology isnot useful. While information retrieval has focused on retrieving documents asa practical necessity, users would much prefer systems that are capable of moreintuitive, meaning-based interaction. Current NLP technology may now makethese applications feasible, and research e�orts to address appropriate tasks areunderway. For example, one way to support the user in information-intensivetasks is to provide summaries of the documents rather than entire documents. Arecent evaluation of summarization technology found statistical approaches quitee�ective when the summaries were simple extracts of document texts [28], butgenerating more cohesive abstracts will likely require more developed linguisticprocessing. Another way to support the user is to generate actual answers. A�rst test of systems' ability to �nd short text extracts that answer fact-seekingquestions will occur in the \Question-Answering" track of TREC-8. Determiningthe relationships that hold among words in a text is likely to be important inthis task.AcknowledgementsMy thanks to Donna Harman and Chris Buckley for improving this paperthrough their comments.
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