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ABSTRACT

The National Institute of Standards and Technology (NIST) is in the process of setting up a new series of
conferences named the Metadata Text Retrieval Conferences (METTREC).  They will focus on
evaluating two critical technologies: document conversion using optical character recognition (OCR) and
information retrieval (IR).  Large collections of document images labeled with correct recognition and
retrieval responses are needed to measure performance.  Currently, the production of these materials is
extremely expensive.  NIST is developing a semi-automated truthing tool that will help reduce the cost of
data preparation and enable evaluations to scale up.  To accomplish this, current OCR technology is
needed to produce an initial text to image alignment.  This paper describes a small experiment in which
three different vendor products (two Windows NT/95-based and one UNIX-based) are evaluated across
three sets of document images containing progressively decreasing print and image quality.  The
evaluation images contain subjectively selected pages from the 1994 Federal Register.  Results
demonstrate the impact of degrading print and image quality with reported character recognition error
rates ranging from 1% to as high as 74%.

Keywords:  image quality, information retrieval, IR, machine print, METTREC, optical character
recognition, OCR, page decomposition, technology evaluation

1.0 INTRODUCTION

The National Institute of Standards and Technology (NIST) is setting up a new series of conferences
named the Metadata Text Retrieval Conferences (METTREC).  They will focus on evaluating two critical
technologies: document conversion using optical character recognition (OCR) and information retrieval
(IR).  Evaluations will be designed to investigate the impact of machine recognition errors on information
retrieval and to determine what interfaces are appropriate to integrate the two technologies.

To support these evaluations, large training and testing sets of documents must be created.  The Federal
Register (FR) for 1994 has been chosen to be the initial source of documents for METTREC because it is:
(1) a complete set of documents within the public domain; (2) a large collection containing over 250
issues consisting of over 67,000 pages of information; (3) a structured document set whose hierarchy
contains metadata; (4) a collection of pages containing significant variations in print and image quality;
and (5) a set of documents for which the text for the entire collection is stored in electronic files.

To conduct METTREC evaluations, each FR image page must be matched with its corresponding text to
generate the "ground truth."  The ground truth represents the correct text an OCR system should
recognize and that an IR system should retrieve.  Text for each day’s issue of the FR has been provided by
the Government Printing Office (GPO) and is stored in electronic files, but unfortunately the
correspondence of the text to exact pages within an issue is not recorded.  Ideally, we would like to know
the image position of every word on a page.

We are currently working on a semi-automated process where the ground truth can be derived in an
effective and efficient way.  We have the images, and we have the correct text over a range of images.
Our approach will use OCR to generate a "noisy" text to image correspondence.  Dynamic string
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alignment will then be used to match the correct GPO text to the noisy OCR text.  For each page image,
ground truth will be automatically produced where the OCR is sufficiently accurate.  The correspondence
of remaining passages of unaligned text will need to be assigned manually.

The higher the quality of recognition, the greater the yield of automatically generated ground truth.
Techniques like this are needed to lower the per-page cost of generating test collections, which in turn
permit evaluations to scale up.  As a result, this approach places a premium on OCR accuracy.  To move
forward in the development of this approach, we needed an OCR technology capable of processing FR
images with reasonably low rate of error.

In a prior effort that used NIST OCR technology to recognize FR page numbers[1], we observed a field
error rate of 12%.  Due to time constraints, adapting and developing our own in-house technology was too
time-consuming and costly for recognizing the entire page.  As a result, we decided to evaluate three
commercially available OCR products.  It has been stated that a 1% OCR error rate can only be attained
by commercial OCR products whenever “a printed document is a fixed, typed original or a clean copy, in
a simple paragraph format in a common typing font”[2].  Although this reference is from 1990, this still
seems to be an accurate summary of the state of OCR.  The pages of the FR certainly do not conform to
these constraints, so we designed a small experiment to help determine the level of OCR performance that
can be achieved.  To accomplish this, three products were evaluated by focusing on their character level
errors. Other sources of error, such as page decomposition and the processing of non-text items, were
excluded from this evaluation.

The design of the evaluation is presented in Section 2.0; results are reported in Section 3.0, and
conclusions are drawn in Section 4.0.

2.0 DESIGN OF THE EXPERIMENT

2.1 Image Scanning and Quality Verification

Before scanning the FR, its pages were cut from their bookbinding.  This resulted in page sizes of
approximately 20cm (8") by 28cm (11").  Image scanning was performed using a Kodak 9231 scanner to
output a compressed bitonal image in the tagged image format (TIFF™[3]).  The scanner did not apply
any special adaptive image enhancement to the grayscale image before converting it to a bitonal TIFF.
Approximately 67,000 FR pages were scanned.

Reference [1] documents the process used to validate the entire collection of FR images.  With the high-
speed batch scanning of thousands of pages, a surprisingly large number of diversified errors were
detected.  Some errors appeared to be caused by the machinery and others by the operator.  Images of
pages were found to be missing, assigned to the wrong file, truncated, corrupted, skewed, scanned at the
wrong density, etc.  To ensure that each file contained a valid image, the following image quality checks
were performed:

• Resolution = 15.75 pixels/mm (400 pixel/in)

• Compressed CCITT Group 4 image[4] file size ≥ 30 kilobytes (Kb)

• Width < 4000 pixels

                                                  
1  Specific hardware and software products identified in this paper were used in order to adequately support the
evaluation of the technology described in this document.  In no case does such identification imply recommendation
or endorsement by NIST, nor does it imply that the equipment is necessarily the best available for the purpose.
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• 4200 pixels < Height ≤ 4900 pixels

2.2 Federal Register Page Format

GPO prints a new issue of the FR each workday of the year.  An issue is typically published in a single
book and contains three distinct sections: a prefix, body, and appendix.  Within the body section, "detail"
pages elaborate and provide a record of the meeting notices, proposals, and transactions of the United
States government for the day.  Detail pages comprise 95% of the total FR page volume; therefore,
recognition performance from this type of page was the focus for this experiment.

Detail pages like the one shown in Figure 1 are printed in mostly 9 point Vermilion font and contain a
page heading that includes a text banner printed above two horizontal lines.  The text banner contains
information that identifies the document, the volume, the date, the topic, and a page number.  All detail
pages in this experiment contain three columns of information.  Each page column may contain text,
graphics, and/or tabular information that elaborate the transactions of the government.  Since the primary
focus of this experiment was to evaluate OCR character error rates, we excluded FR images containing
graphics and tabular information.

2.3 Image Classification Criteria

The FR is printed on newspaper-quality recycled paper.  The paper is light-weight and relatively
absorbent so that printing ink frequently bleeds through the page.  The quality of the typed print also
fluctuates significantly.  Patches of lightly printed characters and heavily smudged characters are often
observed on the same page.  Poor quality paper and high-speed printing contribute directly to varied
image quality, which in turn directly impacts the rate of OCR errors.

To study the impact of these factors, three categories of image quality were defined for our evaluation:
good, bad, and ugly.  These are fairly subjective categorizations for which images were viewed on a
50.8cm (20”) workstation display and judged based on the following criteria:

• Good: Illustrated in Figure 2, a good image contains a minimal amount noise, is easily readable,
and has print quality that causes a minimal amount of characters to either touch or be broken.

• Bad: Illustrated in Figure 3, a bad image contains a moderate amount of noise, is readable by a
human, and has print quality that causes many characters to either touch or be broken.

• Ugly: Illustrated in Figure 4, an ugly image contains an excessive amount of noise, contains
sections that are illegible by a human, and has print quality that causes many characters to either
touch or be broken.

Since we had to manually generate and verify the ground truth for each image, we limited our experiment
to five representative pages for each class of image quality.  A typical FR page contains 1100 to 1200
words totaling more than 6,000 characters.  In all, 15 pages were used, providing over 70,000 characters
from which OCR character error rates could be derived to compare the three OCR products.
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Figure 1. Detail page from the Federal Register.
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Figure 2. "Good" Quality Image
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Figure 3. "Bad" Quality Image
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Figure 4. "Ugly" Quality Image
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2.4 OCR Products Evaluated

For this experiment, we chose three products that were commercially available.  All three products have a
history of extensive participation in the University of Nevada at Las Vegas Information Science Research
Institute’s annual competition that evaluated and assessed recognition accuracy for machine printed
documents[5].  Two of the products execute on a Windows 95/NT™1 personal computer (referred to as
PC products A and B) and one product executes on a UNIX™1 workstation.

2.5 Scoring OCR Results

Each of the three OCR products classified character segments as:
• Accepted: An output character classification confidence value equaled or exceeded an OCR

product’s, user definable, threshold confidence value for character acceptance.  This type of
classification is not highlighted or marked and would not be presented to a reject repair operator
for adjudication.

•  Rejected: An output character classification confidence value was below the OCR product’s,
user definable, threshold value for character acceptance.  This type of classification is
highlighted and presented in context to a reject repair operator for adjudication.

• Unrecognized: An OCR product cannot classify the segmented area with enough confidence to
output an ASCII representation of it.  Instead, it outputs a user definable, unrecognizable
character symbol; the unrecognizable character symbol is usually a “~” or a “?”.  Typically, the
segment associated with this type of classification is highlighted and presented in context to a
reject repair operator for adjudication.

All the products recognized and output OCR character results using the ISO 8859/1 character set.  We
observed that the two PC products correctly recognized the “?” and “~” (characters that are used to denote
an unrecognized character).  The UNIX product did not recognize the “~” character at all.

This evaluation focused on raw character classification and did not use confidence thresholds.  Every
character reported was scored without any rejection.  As a result, character classifications were either
scored as correct or as an error.

A modified version of the University of Washington Scoring Package[6] written by Su Chen was used.
The primary enhancement to this software was the addition of word level scoring (not reported here).  The
scoring package dynamically aligns n output OCR result line strings with m reference line strings; and
then, for each pair of matching OCR and reference lines, it aligns the characters within the lines and
scores the results.  It reports character, word, and line accuracy measurements.

We scored OCR results using truth data sets that were in reading order.  As stated earlier, these files had
to be prepared manually.  The electronic files generated by GPO contain a tagged text representation from
which the print copy of each FR book is typeset; however, specific page number identifiers and
boundaries are not included.  A truth file for each page was manually generated and cross-checked by
viewing the page's image and extracting the corresponding text from the GPO file.  The text was then
edited to correspond, line for line, with the image page content.  This process was manually intense,
requiring approximately 20 minutes per page to prepare.  It took a clerk/typist 50 minutes to type an entire
page from scratch, so starting from the GPO file was less expensive.  Due to time constraints, we included
only 15 pages in the evaluation set.



9

In future METTREC evaluations, we anticipate relying heavily on word-level scores.  However, for this
small evaluation, we only compare OCR error rate where:

objects

correct
ErrorRate

#

#
1−=

and #correct is the total number of correctly recognized characters and #objects is the total number of
characters to be recognized.

3.0 EXPERIMENTAL RESULTS

3.1 Page Decomposition

Before presenting the character recognition results, a brief discussion of page decomposition is in order.
Pages of the FR are printed with three text columns.  At times, graphical and tabular information spans
multiple columns, creating relatively dynamic page layouts.  Our goal is to produce ground truth in
"reading" order, therefore automatic detection of the page layout is critical.  A critical aspect is accurate
decolumnization of each page.

Of the three OCR products tested, two have automatic page decomposition capabilities.  They are PC
product B and the UNIX product.  The one that did not, PC product A, merely reports OCR character
results in a top-to-bottom left-to-right order across the entire page.  Of the two that did decomposition, PC
product B failed to correctly decompose 3 of the 15 pages, whereas the UNIX product only failed to
decompose 1 of the pages correctly.  Note that the pages in this evaluation were comprised strictly of 3
text columns.  Correct decomposition of more elaborate FR pages is a concern with all of the products
tested.

Since all three products had problems decomposing one or more FR pages, we chose to compute
character recognition scores using manually defined zones.  In our application of generating ground truth,
we realize that manual zoning each image is too time consuming and not practical.

3.2 OCR Character Error Rates

This section reports the character recognition error rates measured from three OCR products across three
categories of image quality.

Figure 5 plots the character recognition error rates measured on the five FR pages of good quality.  In the
good collection, the pages contain 6130, 6739, 6483, 6346, and 6189 characters respectively, totaling
31,887 characters.  All scores are within a 1.5% interval, ranging from just over 2% to 0.5%.  PC product
B performs best on all but the last page, but the separation in these scores is so small that the differences
are likely to be statistically insignificant.  (We have not run statistical tests of significance in this
experiment, but this assertion is supported by the statistical limits reported in Reference [5].  Tests of
statistical significance will be reported in future METTREC evaluations, but they are not currently
conducted in the UW Scoring Package.)
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Figure 5. OCR Error Rate on Good Quality Images
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Figure 6. OCR Error Rate on Bad Quality Images
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Figure 7. OCR Error Rate on Ugly Quality of Images

Figure 6 plots the character recognition error rates measured on the five FR pages of bad quality.  In the
bad collection, the pages contain 6639, 6290, 6588, 7836, 7892 characters respectively, totaling 35,245
characters.  Unlike the results on the good pages, here there is significant separation between the
products.  PC product B and the UNIX product are tightly grouped (ranging between 2% and 5%),
whereas PC product A performs consistently much worse (at least 5% worse on every page).

The results are a little more mixed in Figure 7.  In the ugly collection, the pages contain 7285, 7123,
7080, 6203, and 7937 characters respectively, totaling 35,628 characters.  As can be observed, the
performance has fallen off dramatically with error rates reaching as high as 74%.  PC product A actually
performs best on the first page, but last on pages 2 and 3.  PC product B tracks the UNIX product within
6% on the first three pages with performance falling off on the last two pages.  The UNIX product is
within 3% of PC product A on the first page, and then scores the best on the remaining 4 pages.
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An interesting pattern can be observed in the scores plotted in Figure 7.  All three products score best in
the ugly set on pages 2 and 3, with PC product B having an error rate below 15% and the UNIX product
below 10%.  The lowest error rate measured for any system on the other 3 pages is over 40%.  From these
observations, there appear to be two types of pages represented in the ugly collection.  Upon closer
inspection of the images, this was confirmed.  Ugly pages 2 and 3 contain a significant amount of
"pepper" noise caused by ink bleed-through.  Figure 8 shows a subimage containing this type of noise.
Pages 1, 4, and 5 contain a different source of image degradation.  In these pages, the printed characters
are smudged due to a problem in the printing process.  As can be seen in Figure 9, the characters appear
to have been typed twice (once dark and once light) with a small translational offset.  It should be noted
that it is easier for a human to read the text in Figure 8 than the text illustrated in Figure 9.  The latter
requires a greater amount of word level context (as opposed to single character context) for a human to
correctly identify a word.

Figure 8. Pepper Noise from Ugly Page 2

Figure 9. Smudged Characters from Ugly Page 5

Based on these scores, it appears that the vendors of PC product B and the UNIX product have reasonably
good techniques for dealing with the presence of pepper noise; however, their error rates are significantly
higher (by about 8%) than those on the good FR pages.  In contrast, all the products performed poorly on
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the pages with smudged characters.  Perhaps this source of image degradation is unique to the FR and/or
its publication process.

3.3 Timing Results

The UNIX product apparently detects poor image quality and applies additional processing resources to
obtain a better segmentation and classification.  Good quality images were optically recognized in less
than 60 seconds (s), averaging 45s.  Bad quality images were optically recognized in 60s to 120s,
averaging 90s.  Ugly quality images were optically recognized in over 120s, averaging 160s.

For the two PC products, the elapsed time to OCR an entire FR page was invariant with the quality of the
image and averaged between 35s-40s.  We conclude that the PC products are engineered primarily with
speed in mind so that a somewhat linear/homogeneous solution is applied regardless of the quality of the
image.

4.0 CONCLUSIONS

We have presented the results of a small OCR evaluation in which three different vendor products (two
Windows NT/95-based and one UNIX-based) were tested.  The purpose of the evaluation was to
determine the state of commercial OCR technology with respect to processing pages of the Federal
Register (FR).  NIST must use this technology in order to produce initial text to image alignments for
generating ground truth in future METTEC evaluations.  This semi-automated truthing process will lower
the cost of preparing testing materials and will permit experiments to scale up.  Due to time constraints
and the current cost of manually preparing ground truth for documents, fifteen FR pages were evaluated.
Images from five different pages were visually and subjectively selected to represent each of three
categories of progressively worse print and image quality.  Though a small number, these pages contained
over 70,000 characters.  As a result, a number of interesting conclusions can be made.

Working with the products, we conclude that page decomposition is a very fragile technology, even on
well-formed multi-column pages.  Users should expect a relatively high error rate on more complex page
layouts.  Results suggest that OCR can produce good recognition results (error rates less than 1%) from
high quality document images.  On the other hand, current OCR technology produces dismal results (40%
and higher) from document images that contain poor print quality and/or a high amount of image
degradation.  We did observe better performance on documents degraded with pepper noise than those
degraded with smudged characters.  By measuring execution times, we conclude that PC-based products
are engineered primarily for speed and use a static algorithmic solution regardless of image quality.  In
contrast, the UNIX product exhibited the ability to detect low quality image and poor recognition
conditions and alter its solution strategy to compensate.  This enables a more adaptive and potentially
more robust solution under difficult conditions.  Based on all these factors, we selected the UNIX product
for generating ground truth for METTREC.

When we searched for commercially available OCR, we found only a couple of UNIX-based products on
the market.  As companies migrate and develop OCR technology for PC’s, their products are being
targeted towards GUI-based, small-office automation applications that process relatively high quality
document images.  In the end, this will not serve the needs of corporations and government agencies that
require the processing of low image quality documents in a centralized, high-speed, batch-oriented
environment.
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