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Abstract-A distrib uted kinetic spanningtreealgorithm is proposedfor
routing in wirelessmobile ad hoc networks. Assuming a piecewse lin-
ear motion model for the nodes,the sequenceof shortest-path spanning
treesis determined, valid until the time of the next nodetrajectory change.
By computing the sequenceof tr eesusing one exeaition of the distri buted
routing algorithm, in contrast to computing the treefor a single time in-
stant, the number of routing messagess substantially reduced. Mor eover,
the total power requiredto route thr ough the tr ees asa function of time is
alsolower.
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|. INTRODUCTION

In a mokle ad hoc network (MANET), it is often neces-
saryto routedatain sucha way asto minimize power con-
sumption For routesto a specific sink node, one can con-
struct the shortest-pth spaniting tree [1], wherethe cost of
eachlink is basedon the power required. In suchatree,each
nodemaintairs in its forwardng databasé¢he next nodein the
tree. Becausahe nodces are moving, thereare discretetimes
at which the presentspaniing treeis no longer optimal,anda
new shortest-patlspanniig tree shouldbe used. This treeis
typically updatedusinga distributedalgorithm cf. [2], [3], [4],
andit is importantthatthe nodesbe ableto determire whento
changtheirforwarding databaseslo do so,messagesiustbe
exchargedamoryg neightoring nodes.

We proposea distributed algorithm that adaptstechnques
fromthetheoryof kineticspaning treeq5], [6] to maintainthe
correctsequenc®f shortest-pth spanniig trees. Our methal
minimizesthe nunber of necessaryouting messageso pro-
vide more throudhput for the data, at the price of increased
compuation,exploiting thefactthattheenegy costof compu
tationis muchlessthanthe costof messagdransmissiorj7].
Metrics include the power usedto transmitover the tree, the
numter of routing messagesand the iterationsrequred to
achieve corvergence. Here, the power costfor transmission
betweertwo nodesvaiies asa squareof the distancealthoudn
the propasedalgorithmalsoworks for othercostfundions.

0This work wassupportel by the Advaneed Reseach andDevelopmentAc-
tivity (ARDA) undercontract number706400.

Il. PROBLEM STATEMENT

Considerthenodesin a mokile adhocnetwork. Overarel-
atively shortperiodof time!, one canassumethat eachsuch
nock follows a linear trajectoy. Its positionas a function of
timeis describedy

E

wherethevector(z;0,y:,0)” givestheinitial positionof noce
i, andthevecta (i;,4;)7 givesthevelocity.

The squaed distancebetweentwo nodes: andj is given
simply by
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wherea > 0, ¢ > 0, andmin{D};(t)} = ¢ — © > 0isthe
minimum squaredlistancdn time.

Definition

The power as a function of time, requred to transmitbe-
tweennodes i andy, is definedas P;;(t) = Pji(t) = xDj;(t),
for someconstantx; without lossof geneality, we presetly
assumes = 1. We chaosepower asour cost, sinceby mini-
mizingthis quartity through multi-hop paths,onecanpresere
batterylife.

I1l. KINETIC SPANNING TREES

Theproposedlistributedalgorithmbearsesemblaneto the
asynchonausdistributedBellman-Ford (BF) algorithm [1] for
computing shortest-pattspanniig trees. With eachexeaution
cycle,theBF algorithmredwesthe costof theminimum multi-
hoproutefrom noce ¢ to the sink noce S throwgh othernodes
thatcomprise this route. The proposedalgorithm likewise re-
duceesthe costsof the minimum multi-hop routes, however for
all time for which thefixedtrajectoresarevalid ratherthanfor
asingletime instant. Wheneer ary nodechargestrajectoy;, it
simply informsits neighlors, therebystartinga new exeation
cycle of thealgorithm

We assumehatall nodesoperatewith a synchrmousclock,
whoseunit of time is that requred to transmita datapaclet
from anodeto a neigtboringnoce. Pleasenotethatthe actual
messagexchargesareasynchonowsin thesensahatarny noce

1Thetime required to transmita datapaclet is orders of magniude shorter
thanthetime the nodeis moving alongafixedtrajectory.



Fig. 1. New andcurrert power costsin the pruningstepatnodej.

cantransmitat ary time (in the larger time scale). Moreover,
eachnodeneednottransnit atary given time step.

A. DistributedKinetic Spaming Tree Algorithm

Initialization

1. Eachnodei in the network computesthe costasa func-
tion of time, P;s(t), to the sink node, S, andretainsthis
currentminimumcostin its forwardng database.
We assumethat eachnode can transmitto and receve
from all theothernodesthatarein its range asdetermired
by theRF transnitter power of atransmittingnodeandthe
sensitvity of thereceveratthereceving noce. If S is not
in range, thenP;s(t) = co.

2. Nodei compues anddistributesthe new first time cost
Pj;s(t) = Pji(t) + Pis(t), from noce j routingthroughs
tothesink S, j # 4, S (i.e. toits neigtboringnodesin the

network).

Iteration Step

1. At a given time step, nock j
recevesnew costsPj;, [1s(t), Pir1s(t), - -5 Pji,1s(t),
from nodesiy, is, - - -, 4,, Which compued them at the

previousiteration;[] dendestheordeednodesonamulti-
hoproutebetween; andS.

2. Prunirg step: The new costsandthe current costs(i.e.
thosein the forwarding datalaseof j from the previous
stepsiarecompaedamongteachothe. Only those(min-
imum) coststhat contibute to the minimum routesof the
nodein time areretainedn theforwarding databae.
Figure 1 visualizesboth the new and curren competiny
power costsin the pruning stepat noce 5. The union
of new and current costsappeas as the six parallic
functionsin time. However, only threeof them,namely
P;ii115(t), Pjiyr1s(t), and Pj;,11s(t), contritute to the
minimumcostin time of noce 5. Thisquariity isindicated
by the Shader.rea.Pjil[]S(t), szg[]S(t)v andeis[]S(t)

form the forwarding databasdor node; at this iteration
asfollows: nodej forwardsto nocei; for0 < ¢t < ¢y, to
nocei, fort; <t < te, tonodeis fort, < t < t3, andto
nodei, forts < t.

3. For only the new minimum costs,we compute and dis-
tributethe costs, Py 1s(t) = Pi;(t) + Pjjjs(t), to noce
k, k # j,[],S. Notethatthe costsfrom previous steps
werealreadytransmittedn thosesteps,andneednot be
retrarsmitted.

The distributed algorithm ceaseswhen no new minimum
power costsariseat a given iteration andso no pacletsneed
be further transnitted. At this stage the forwardng database
of eachnodeindicatesheminimum costnext-hopfor timesfor
whichthefixedtrajectoriesarevalid.

We notethatthe numter of routing pacletsdeceasesxpo-
nertially with eachiterationstep,bothbecause node cannot
retrarsmitto nodesalread onits routeto thesink,andbecause
themajoiity of costswill notbecomeminimumcostsafterthe
pruning step.In fact,the proposeddistributedalgorithm carries
the samecompexity and numter of transmissionssthe BF
algoiithm for shortest-pth spaning trees; however, the pro-
posedalgorithmrequires more compuation at eachnock per
iteration

B. Corvagencelssues

As explained abore, the propsedalgorithm is quite similar
to thedistributedBellman-Ford algorithm, exceptthata, b, and
c of P;;s(t) areexchamgedfromnodei to nodej attimet*; in
the BF algoithm, ratherP;;;5(t*) is excharged. The prod of
convergenceis essentiallyidenticalin both casesanddeperls
on the stability of thelink costs. In this paper we assumehe
costsarechamging accordimg to thelineartrajectories.Thatis,
the costscorrespad to the required transmitterpowers, which
arequadratic. As t — oo, eachlink costis dominaed by at?;
dividing by ¢? givesfixed costsasin the BF algorittm, and
so our algorithmfollows the samecornvergence prod [1][pp.
404409. In SectionV, we compare the averagenumbe of
iteratiors required to achiese cornvergencefor one exeaution
cycle of eachalgorithm.

C. Computatimal Compleity

The kinetic spanningree algoritrm reducegshe numter of
routing messageeaxchangedatthecostof increasedomputa-
tionateachnock. Sincecompuationis geneally muchcheaper
than commnunicationand throughpu costs[7], this proves a
godd trade-df. Tofurtherredicethecomputationateachnode
onecanuseideasfrom compuationalgeomety asappliedto
kinetic spanniig trees[5], [6]. In mostof this literatue, the
costs,W;;(t), arelinear, but it is relatively straight-fowardto
exterd themto our quadatic costs,P;; (¢).

1V. EXAMPLE NETWORK

Figure 2 shaws the shortest-pth spannig treesrouted at
nock S for a simplefive-nale network at two distinct times;
the solid arraws indicatedt = 0, andthe dashedarrows indi-
catet = 8.378. Tablel shows the trajectories for eachnode
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Fig. 2. Examplenetwork att = 0, andt = 8.37.

We assumehatthesetrajectores arevalid for tensecond. At
timet = 0, node A transmitsdirectly to the source Node
A is moving slowly to the left, while node B is moving more
quickly down andto theleft. Soattimet¢ = 1.252, it is more
efficient for node A to routethrough node B, asshown in Ta-
ble Il. Similarly, attime ¢ = 2.193, node D begins to route
throghnodeC.

Only two iterationsarerequire for our distributedalgoiithm
to converge therebyproviding all thenodeswith thea, b, andc
coeficientsrequiredto calculatehesequeneof eightshortest-
pathspaning treesfor thetime intenal 0 < ¢ < 10 seconds.
While the distributed Bellman-Ford algorithmalso converges
in two iterations, it gives a shortest-pattspanniig tree for a
singletime instant.Onecanrun multiple cyclesof the BF algo-
rithm in orderto obtainthe sequene of shortest-patlspanning
treesyyet, sincethetimeswheretheshortest-pthspaning tree
chang@sarenotknown a priori, the BF algorithmwould have
to berun at a very high frequengy to closely maintainthe se-
guene. Specifically the BF algoiithm would needto berun at

eachtime unitthatcorrespadsto the gredestcomman divisor
of thetransitiontimes.

V. SIMULATION RESULTS

To shaow the utility of the kinetic spanting tree algorithm,
consideranetwork of N nodesspreadandanly over a10 x 10
mile areaat initialization. The numkber of nodesvariesas 20,
50, 100, or 200 by simulation We assignto eachnodea ran-
domvelocity, whosespeeddoesnot exceed60 miles/hou. We

TABLE |
NODE TRAJECTORIES.

Node | Trajectory
S (0,0)
A | (-1=0.1t,1)
B | (—0.4t,1.5—0.2t)
C (2—-0.5t,1+0.2¢t)
D (0,2 4+ 0.3t)

TABLE Il
CHANGES IN THE SHORTEST-PATH SPANNING TREE.

t Change
1252 A—»B
2193 D> C
3.754| A—>S
4.085| B— A
5692 C— A
8.378| D— A
8.452| D—»S

assumehat the underlying comnunicationlinks requie 100
ms to transnit a paclet acress a single link and set the unit
time stepaccordimly. In thefirst setof simulationseachnode
maintairs a fixedtrajectoy, while in the secondsetthe proba-
bility thatsomenoderandanly changedrajectoryis uniformly

distributedbetweerzeroandten seconds.Hencein the latter
casethereis atrajectorychangeon averag evely five second.

A. FixedTrajectories

Since the proposed algorithm comptes the sequene of
spaning trees,the nunber of messagesequred to achiese
convergencefor one exeaution is slightly higher thanfor the
original BF algoiithm. Figure 3 shaws the ratio of messages
for thetwo algoithmsasa functionof thetransmissiomadits,
when eachalgoithm is exected onee attime ¢t = 0. It is
clearfrom thefigurethattheratio is closeto oneover arang
of transmissiorradii andfor the four different network sizes.
The numker of iteratiors requred to achieve convergencefor
oneexectuion cycle of the proposedalgoiithm is equé to the
maxinmumnumbe of iterationsrequred by the BF algoiithm to
achieve convergerce, wherethe maxinumis over all spanning
trees. Depemnding on the updateperiad of the Bellman-Ford
algoithm, the total nunmber of messagesequirel may be sig-
nificantly highe, asshowvn belov?.

Figure 4 shows the the power ratio of the BF algorithm to
thepropsedalgaithm asa function of theupdateperiad. The
power ratio is the total power costsof all spannirg treelinks
in the Bellman-Ford algoiithm divided by the total power of
all spannimg treelinks in the proposedalgorithm. For eachal-
gorithm, the total power is deternined by integrating the cost

2Every datapoint in this subsedbn is the average of 100 trials, wherethe
initi al position andvelocity of eachnodearechoserrandomlyfor eachtrial.
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Fig. 3. Ratioof messageeequred for algorithm convergencevs. transmissia
radius.

per unit time over time3. The update periad deternines how
oftenthe BF algorithm is executed;the kinetic spaning tree
algorithm requresa singleexecutionatt = 0.

The power ratio for a transmissiorradius of two miles is
shavnin Figure 4(A). Considera 200-nodenetwork for anup-
dateperiodof 5 second: the increases no morethan3.5%.
Yet whenthe updatetime is increasedo 60 secondspnecan
achieve a power ratio of 508%. For someapplicatiors, suchas
multicastingof videoto alarge numbe of nockes,thisincrease
is quite substantialFigure4(B) shavs theratio for a four-mile
transmissiomadius. Here ,thenumbe of hopsacrosgheentire
network is greatlyreduced yet similarly large ratios are still
achiered. For exanple, a 100hodenetwork with an update
time of 20 secondyieldsa degradationof 26.6%.

It is interestingto examire the trade-of betweerpower ef-
ficiengy and routing messageoverhead. Figure 5 shows the
power ratio vs. the messageatio, which is definedasthe to-
tal numter of routing messagesisedin all executionsof the
Bellman-ford algoiithm, over a periodof oneminute, divided
by the total numbe of routing messagesisedby the kinetic
spanniig treealgoithm. By increasingheperiodbetweerexe-
cutionsof thedistributedBellman-Ford algoilithm, onereduces
thetotal numter of routingmessagesent.However, the span-
ning treesdepartfrom optimal, and more power is requirel.
For the 20-rmdenetwork, thereis not muchimprovement over
the BF algoiithm sincethe network is essentiallyuncomected,
allowing few, if ary, routing choices,andso a small numker
of total shortest-pth trees. For a larger network with more
choices,usingthe true shortest-pathtreesgives a substantial
improvemet.

3The integral is only over the first updae period: i.e. 0 < ¢t < 5s, or
0 <t < 10s,etc.
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sionradiusequds 4.

Power ratio vs. time betwea executions of the distributed

B. RardomlyChandng Trajectories

In this subsectionthenodesareallowedto rancdbmly chang
their trajectories (speedand/a directior). The time between
thechangin thetrajectoryof arny noceis uniformly distributed
betweenzero andten seconds. Again, the Bellman-Ford al-
gorithm is executedperiddically, while the kinetic spanning
tree algoiithm is exeauted only at the initial time andwhen-
ever thereis atrajectorychang. Thesimulationis runfor 500
second.

Figure6 shovs the messageatio asa function of theupdate
periad of theBF algorithm Themessageatiois thetotal num-
ber of routing messagessedby the BF algorithm divided by
thetotalnumberusedby theproposedalgoithm (including tra-
jectorychamges).For all four network sizes thereis a sizeable
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reduction in the number of messagesequred: while the pe-
riodic updatesin the BF algoiithm originatefrom the sink and
mustpropaateacrosghewholenetwork, thetrajectoy charge
of a nodein the proppsedalgorithmoriginates from this node
andaffectsonly neighboring nodes; mostof the kinetic span-
ning treescompued befoe the changearestill valid afterthe
chan@. As the updateperiodof the BF algoithm is increased
to 60 second, themessageatio drops to abouttwo. However,
the power ratio significantlyincreasegnot shavn).

VI. CONCLUSIONS AND FUTURE WORK

While theamoun of computationis increasedt eachnode,
thenumter of transmissioain oneexecutioncycle of thepro-
posedkinetic spanningreealgoritim is effectively thesameas

in the distributed Bellman-Ford algorithm However, the pro-
posedalgorithmneednot be updatedcontinwously;, soit sub-
stantiallyredicesthe total numker of routing messageshere-
fore, more bandwidh is left for datamessagesind the total
power requredto sendtheroutingmessageis redwced. More-
over, by usingthe sequene of minimum power spanniig trees
for datamessagedhebatterylife is evenfurtherincreased.

Futurework is progressingn two directions.Firstly, we are
studyng the useof kinetic spaniing tree algorithms in hier
archcal networks. The prablem of jointly clusteringthe net-
work and deternining the routeswithin and amongclusters
canbe posedasan optimizéion prodem. An appro&h using
global competition finds an appoximate solution Seconty,
we areinvestigatingthe perfomancedegradationwhenmulti-
pathfadingand othe physical layer effectsleadto imperfect
knowledgeof trajectoryinformation.
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