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In general, the sensitivity of ferrimagnetic Faraday effect magnetic field sensors is a function 
of both the crystal geometry and composition. The geometrical dependence of the 
sensitivity in nonellipsoidal crystals, such as cylinders, is complicated by their spatially 
nonuniform demagnetizing factors. We compare sensitivity data obtained from a variety of 
cylindrical iron garnet samples with models which predict the effective demagnetizing 
factor Neff as a function of the length-to-diameter ratio. With respect to composition, we 
present experimental results of sensitivity vs diamagnetic substitution (x) in the iron 
garnet series Y3Fe5 _xGax0 12• As expected, the sensitivity rises sharply as x approaches the 
compositional compensation point. 

INTRODUCTION 

Bulk crystals of ferrimagnetic iron garnets make excel­
lent sensing elements for Faraday effect magnetic field 
sensors. l-4 The sensitivity of these crystals, defined as the 
differential Faraday rotation per unit applied magnetic 
field, can be enhanced by several methods. These tech­
niques can be classified as being either geometrical or com­
positional. 

Ideally, the sensitivity S of ferrimagnetic sensing ele­
ments is given by4 

S = d@ pl dH = @',;ti Hsat, (1) 

where @pt is the saturation Faraday rotation and Hsat is 
the saturation field ( the applied field at which the sample 
magnetization becomes saturated). In the case of ellipsoi­
dal specimens, for which the demagnetizing factor N is 
spatially uniform, 

(2) 

where Msat is the saturation magnetization and we have 
assumed that the susceptibility x~ l. For any other shape, 
N varies as a function of both position in the specimen and 
local susceptibility. The susceptibility, in turn, varies as a 
function of the local magnetic field Hioc· Together, these 
factors prevent the direct use of Eqs. (1) and (2) to accu­
rately predict the sensitivity of bulk crystal specimens with 
practical geometries, such as cylinders. 

Both ®pt and Msat are sensitive to even small changes 
of the iron garnet composition. Thus, the sensitivity of iron 
garnets defined in Eq. ( 1) may be enhanced by replacing 
certain ions in some host crystal, such as yttrium iron 
garnet (Y 3Fe50 12, abbreviated YIG), with different ions 
having different effects. For example, substituting Bi ions 
into Y sites in YIG greatly increases 0p1

. 
5

•
6 On the other 

hand, diamagnetic substitution can be used to decrease 
Msat, which also increases S.4

•
7 

EXPERIMENT 

In order to test models which might be useful in pre­
dicting the performance of ferrimagnetic Faraday effect 
sensors, we have collected data on a variety of diamagnet­
ically substituted iron garnets (Y 3Fe5 _ xGax012, 

O<;x<;O. 98) with cylindrical geometries and various values 
of the length-to-diameter ratio LID. Single crystals were 
synthesized by the high-temperature solution growth tech­
nique ( "flux method"). Melts of 6-7 kg were made using 
flux composed primarily of lead oxide and lead fluoride. 
Crystals were grown by spontaneous nucleation in the tem­
perature range of 1100-1180 °C over a period of 18-22 
days. The crystals were separated from the flux by decant­
ing the liquid and allowing the batch to cool rapidly to 
room temperature. Cylindrical samples of high crystalline 
and optical quality were fabricated from each batch and 
the ends were optically polished. 

For each sample, the Faraday rotation was measured 
as the magnetic field was swept through one complete cy­
cle. The peak strength of the field was always large enough 
to saturate the Faraday rotation. Rotation measurements 
were made at a source wavelength of 1.3 µm with a differ­
ential detection system consisting of a polarization beam 
splitter and two InGaAs photodetectors. A chopper and 
two lock-in amplifiers were used to record the optical in­
tensities which were then converted to values of Faraday 
rotation by a computer interfaced to the lock-in amplifiers. 

GEOMETRICAL EFFECTS 

Figure 1 shows typical data obtained from a sample of 
composition Y3Fe4.53Ga0.470 12, length 2.48 mm, and diam­
eter 3.00 mm. The general characteristics of these data are 
a linear region at low fields followed by a nonlinear region 
which continues until the specimen is saturated. For each 
set of data, we recorded S ( the slope of the linear region), 
H 1 (the boundary of the linear region), and ®pt. 

For nonellipsoidal shapes, we assume that Eq. (2) is 
still valid provided that we replace N by Neff• where Neff is 
the effective demagnetizing factor and represents a volume 
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FIG. 1. Faraday rotation vs applied magnetic field exhibited by a sample 
of composition Y3Fe4.53Ga0.470 12, length 2.48 mm, and diameter 3.00 
mm. S, H 1, and E>)i!' are defined in the text. 

average of N. This approximation assumes that x> 1, and 
thus becomes invalid when any part of the body begins to 
saturate. In this case, 

(3) 

Piotting experimentaiiy obtained values of Neff vs LID al­
lows us to directly examine the validity of two approximate 
geometrical models. To calculate Neff for each sample, val­
ues of 011 and S were taken from rotation-vs-field data 

' 
and values of Msal were determined by ferrimagnetic reso-
nance measurements on spherical samples taken from the 
same crystal growth run as the cylindrical samples. Values 
of Msat ranged from -24 (Y3Fe4.02Ga<J.98012 ) to -141 
kAlm (Y3Fe50 12 ). 

Experimental values of Neff are compared with the re­
sults of two models for demagnetizing factors in Fig. 2. 
The equivalent-ellipsoid model8 approximates the cylinder 
as an ellipsoid having the same value of LID. The magne­
tometric cylinder model9 employs a two-dimensional algo­
rithm for calculating the volume-averaged demagnetizing 
factor of cylinders for any given value of X· The magneto­
metric curve in Fig. 2 corresponds to the case x = oo. Not 
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FIG. 2. Dependence of the effective demagnetizing factor on the length­
to-diameter ratio. See Eq. ( 3). 
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FIG. 3. Dependence of the minimum local demagnetizing factor on the 
length-to-diameter ratio. See Eq. (4). 

surprisingly, the magnetometric curve provides a much 
better fit to the data than does the ellipsoid model. 

For constant X, the magnetization and the Faraday 
rotation exhibited by a cylindrical sample should increase 
linearly with the applied magnetic field. As the field is 
increased further, however, some point within the sample 
will eventually become saturated (M = Msai, X = 0). The 
physical location of this point is that position within the 
body which possesses the minimum local demagnetizing 
factor N min- According to this model, data of Faraday ro­
tation vs magnetic field should begin to become nonlinear 
at a field Hi, where 

(4) 

Experimental values of Nmin (HilMsai) are plotted 
against LID in Fig. 3. The data are compared with the 
previously defined magnetometric model curve of Neff ( cal­
culated for the case x = oo ) since no data exists in the 
literature directly regarding N min for cylindrical bodies. 
The magnetometric model is to be considered only as an 
upper limit to N min-

With the exception of a single datum (at LID= 1.0), 
the experimental values of N min exhibit a well-defined trend 
which follows a curve well below Neff· At least two factors 
probably contribute to the fact that N min is substantially 
less than Neff· First, the local demagnetizing factor varies 
considerably within cylindrical bodies. 9 Another factor, 
however, is that our model of saturation is probably unre­
alistic. For example, it is unlikely that x(H100 ) changes 
discontinuously from some large value to O as Hiac is in­
creased. This effect, like that of the varying demagnetizing 
factor, would tend to reduce Hi. The cause for the behav­
ior of the datum at LID= 1.0 is unknown. Empirically, we 
find that for LID> 1, Nmin::::: 0.5Neff, where Neff is given by 
the magnetometric model. 

COMPOSITIONAL EFFECTS 

Compositionally, Smay be optimized by selecting ma­
terials which maximize the ratio 0111 Msai· Diamagnetic 
substitution, in which certain Fe ions (primarily in the 
tetrahedral sub lattice) are replaced by diamagnetic ions, 
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FIG. 4. Compositional dependence of the normalized sensitivity S'. See 
Eq. (6). 

such as Ga, has already successfully been used to increase 
this ratio.4

•
7 Generally speaking, diamagnetic substitution 

produces a slight decrease in @Ft and a much larger de­
crease in Msat, resulting in a significant increase in their 
ratio. Attempting to model this effect is difficult, however, 
because of the lack of data regarding the dependence of 
e~t at i.3 µm on composition. 

According to Eq. ( 3), 

(5) 

Since @Ft and S are both proportional to L, the length of 
the crystal, we divide both sides of Eq. (5) by L to obtain 
the normalized sensitivity S' which is only a material-de­
pendent quantity: 

(6) 

This parameter is equivalent to the Verdet constant which 
quantifies the Faraday effect in diamagnetic materials. In 
SI units, S' has units of degrees of arc per ampere. Calcu­
lated values of SNetrlL (in which values of Netr were given 
by the magnetometric model) are plotted against x in Fig. 
4. The S' data generally exhibit a sharp rise as x ap­
proaches the compositional compensation point10 (x~ 1.3) 
where Msat vanishes. The cause of the scattering of the S' 
data for x= 1.0 is not fully understood but probably results 
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from the wide range of LID values (0.20-3.33) repre­
sented in the X= 1.0 data. 

CONCLUSION 

Our data do not indicate the presence of any funda­
mental limit to the sensitivity of ferrimagnetic Faraday 
effect sensors. We anticipate that sensitivities greater than 
those presented here can still be achieved either with 
smaller demagnetizing factors or compositions which more 
closely approach the compositional compensation point. 
There are tradeoffs, however. Both of the techniques pre­
sented here tend to reduce H 1, which represents the max­
imum field which produces a linear rotation. Moreover, as 
Msat is reduced, so is the effective force which moves the 
domain walls. 11 Thus, the effects of coercivity, which were 
not apparent in the data presented here, might become 
more evident as the compositional compensation point is 
approached. Nevertheless, these techniques, combined 
with those that directly increase @Ft ( such as Bi 
substitution5

•
6

) should be expected to substantially im­
prove the performance of these sensors. 
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