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I. INTRODUCTION

This final report is written in three sections. The first two draw
attention to work reported in detail in the Third Quarterly Progress
Report and the third Section describes ongoing work which has not been
previously discussed in a Progress Report.

I1. DOORWAY MIXING

During the past year we have completed work concerned with mixing, between
the two layers within a room, which is caused by the currents flowing into
and out of a doorway. The currents in our experiments modeled those that
would be produced by a fire of constant heat release rate located within
the room. The mixing process was more complex than we had expected and
the work discussed in our Progress Report for the Third Quarter may be
more closely restricted to the geometry of the room used in the
experiments than we would like. However, we believe that the correlation
presented in the Third Quarterly Report will give a useful estimate for
this mixing process.

This investigation is completed and no further experimental work along
these lines is planned for the coming year. We will continue to examine
the data and will develop a computer model for use in Room-Fire Codes.

III. FIRE IN CEILING LAYER

The Progress Report for the Third Quarter also included a description of
our work, accomplished in the 1983-84 contract period, on the heat release
in the ceiling layer when a flame extends far into that layer. The
results presented there are not as accurate as we want because our tools
for chemical analysis were pot accurate enough or complete enough to give
us an accurate picture of the chemical composition within the upper layer
under the conditions of interest. These problems arose when the fuel air
ratio of the gases entering the ceiling layer was above the stoichiometric
value. The most serious problems resulted because we did not have the
capability of making measurements of hydrogen gas and water vapor
concentrations.

In the current year we will continue this work and will have a new
instrument, a gas chromatograph, which will allow us to make measurements
of all of the principal species. (The major cost of this instrument was
supplied by Caltech.) We anticipate that this instrument will allow us to
make the accurate determinations of composition required to develop a
model for this heat release process. Work in this area will be continued
in the current contract year.



IV. GRAVITY CURRENTS - INITIAL FLOW IN A CEILING LAYER
A. INTRODUCTION

We are interested in modeling the initial motion of smoke and hot gas in a
hallway or large room when hot gas is introduced into the space either
through an opening such as a door or from a fire located within the space.

To have a concrete example in mind consider the development of the ceiling
layers produced by a fire in the two-dimensional structure shown in the
sketches of Figure 1. The building consists of a small room with an open
door which leads to a long hall. The only opening to the outside world is
a vent located on the wall of the hall and near the floor.

A fire starts in the small room and smoke rises to form a layer of hot gas
near the ceiling, see Figure la. Several minutes later, see (lb), when
the fire has reached a large size, the hot gas in the room begins to spill
out under the door soffit into the adjoining hallway. The rate of flow of
the hot gas which enters the hall increases rapidly and quickly rises to a
roughly constant value.

The outflowing gas forms a buoyant plume, see (1b), which impinges on the
ceiling of the hall and produces a thin wall jet or gravity current which
flows at high speed along the ceiling.

The flow in this wall-jet is supercritical, i.e., its velocity is larger
than the speed of a gravity wave on the interface between the hot gas and
the cooler ambient fluid. The interaction of the head of this current
with the ambient fluid produces a hydraulic jump in the supercritical
layer, shown in (lc), which entrains a substantial flow of ambient fluid.

The velocity of the gas in the gravity current which forms downstream of
the jump is slower than that in the supercritical layer and it contains a
larger mass flow rate due to the entrainment process. The current has a
definite head and some mixing occurs just behind the head which results in
the formation of a mixed region between the current and the ambient flow.

The current formed by this process flows across the ceiling of the hall,
see (lc and 1d), with a constant velocity and depth. The mass flow rate
and depth of fluid at a point just downstream of the jump are fixed by the
properties of the jump, the conditions in the flow upstream of the jump,
and the properties of the gravity current formed by the jump.

A short time later, the front of this current impinges on the far wall of
the hall, (le), and reflects as a group of waves on the interface which
propagate back toward the jump, (1f). Mixing occurs during the
impingement process but the reflected waves do not break and hence do not
cause any further entrainment of ambient fluid into the current. When the
waves reach the hydraulic jump located near the left hand side of the
hall, the jump is submerged in the hot gas, (lg), and no further
entrainment of ambient fluid occurs there.

After several reflections, the wave train dies out and a uniform ceiling
layer is produced in the hall. The layer slowly grows deeper as the hot
gas continues to be supplied to the hall from the fire room.



-3-

Heat transfer from the hot gas to the wall occurs throughout this flow by
a convective heat transfer process. The magnitude of the heat transfer
rate will affect the motion of the current, since the buoyancy of the flow
will be reduced.

During the process described above, the pressure within the two rooms will
rise due to the the addition of heat and the production of hot gas by the
fire. This pressure rise will cause a flow of ambient fluid out of the
vent and will set up a velocity field in the ambient fluid remaining in
the two rooms. Other motion in the ambient fluid is caused by the passage
of the gravity current down the hall. Although the velocities in the
ambient fluid are usually small, under some circumstances they may have
important effects on the motion of the current due to the development of a
boundary layer on the ceiling in front of the head of the current.

The flow described above contains many of the novel features which we wish
to examine in this research program. Those which do not fit neatly into
the two-layer fire models are the three-dimensional and unsteady geometry
of the current, the entrainment in the hydraulic jump, and the mass loss
into the mixing region at the head of the current. Heat transfer
associated with the motion of the current will affect each of these
processes. However, once the initial hydraulic jump is submerged, the
layer of hot gas within the hall has approximately a uniform depth and
density, and can be treated by the simple two-layer model.

Entrainment at the hydraulic jump can be important. The total mass
entrained into the current depends on the entrainment rate at the
hydraulic jump and on the period during which it will act. The period is
fixed by the geometry of the room, and the velocity of the front of the
current and of the reflected waves which eventually submerge the jump.
These features must be included in any accurate model of the flow.

Finally, there are situations in which the motion of the layer could be
important. For example, if the gravity current is deep enough to submerge
an automatic sprinkler head, the motion of the front will determine when
the sprinkler can be set off. Or, if the vent on the right hand wall of
Figure 1 had been located at ceiling level, the motion of the fromt will
determine the time at which smoke would first leave the hall.

To summarize, the use of the simple two layer model to describe this flow
is inappropriate because the layer thickness is not uniform in the hall,
because considerable mass may be exchanged between the hot and cooler
fluid due to entrainment at the jump and at the head of the gravity
current, and because heat transfer from the layer to the wall depends on
and influences the motion of the front. In rooms with a height to length
ratio of 1 or 2, these effects are usually small enough and are completed
in so short a time that they can be ignored. However, in a space such as
a long hallway or large room, for which the length to height ratios can be
20 to 50, the time required for the development of the ceiling layer may
be long compared with other processes of interest and the effects of heat
transfer, and entrainment may not be minor.

The features of the flow which must be included in a fire-model are:

(1) the rate of spread of the gravity current in a variety of geometric
configurations and for a range of Reynolds numbers, and the
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corresponding motion of reflected waves which eventually submerge the
jump,

(2) the geometry of the current while it is spreading throughout the
space,

(3) the exchange (in both directions) of material between the current
and the cooler ambient fluid which may occur at the head of the
current, at any hydraulic jumps which occur in the flow, and at the
impact of the head on a side wall, and

(4) the heat transfer from the current to the ceiling during the whole
history of the fire and the influence of this heat transfer on the
other three processes.

The aim of the present research work is to obtain a good physical
understanding of these features of the flow and to develop an analytic
model for application in multi-room fire codes.

A considerable body of information concerning items 1 and 2 is available
for adiabatic conditions and for flows in simple two-dimensional and
axisymmetric geometries. This information will be reviewed in Section IV
B. In this review, we will restrict our attention to the motion of the
front of a gravity current such as that illustrated in Figures lc and 1ld,
and also in Figure 2, and will discuss the initial hydraulic jump, shown
in Figures lc to 1f, and other features of the flow in a later report.

Little data are available for more complex geometric conditions of
interest to us and less, concerning the effects of mixing and heat
transfer. An experimental program has been started to investigate these
problem areas and it will be described in Sections IV C and D, This
program has two parts: in the first, salt-water/water modeling techmniques
are being used to study the effects of geometry and Reynolds number on the
flow. This part of the experimental program and preliminary experimental
results are presented in Section IV C.

An important part of our experimental work will be to obtain data for non-
adiabatic flows in which heat and mass transfer from the gravity flow may
substantially affect the flow. Experiments, which make use of hot air
currents, have been started to investigate these processes and they are
described here in Section IV D.



B. REVIEW OF INFORMATION CONCERNING GRAVITY CURRENTS

A body of experimental and theoretical work is available concerning
gravity currents moving over horizontal surfaces because of interest in
flows such as those present in estuaries, where salt water from the ocean
flows upstream under fresh water outflowing from a river, in cooling water
outfall flows from power plants, where hot water discharged from a power
plant flows out over cooler river or ocean water, and in the atmosphere,
where cold fronts may intrude beneath warmer air.

This work is reviewed by J. E. Simpson (1982) and two of the key papers
mentioned in this review are Benjamin (1968) and Simpson and Britter
(1979). A third paper by Wilkinson (1982) contains an important addition
to our understanding of these flows. Other important papers are included
in the reference list.

Much of the information in these papers may not be directly applicable to
our problems because, the effects of heat transfer between the intruding
gravity current and the wall have usually been ignored, and because the
boundary conditions on the flow of the ambient fluid may be different in
our case than in those studied previously. The most commonly investigated
flow is one in which the fluid which forms the gravity current is injected
from the same end of the corridor as that from which ambient fluid,
displaced by the current, is withdrawn. Other boundary conditions for the
withdrawal of the ambient fluid can be easily modeled in an inviscid flow
by making a Galilean transformation.

However, in a real fluid, viscous effects will change the velocity profile
near the wall and have been observed to have a large effect on the
geometry and velocity of the current. Clearly, the simple Galilean
transformation will not allow us to account for these effects.

Finally, the work by Simpson and Britter involved measurements made on the
head of a gravity current in which head of the current is held fixed and
for which the distance from the source to the head was very small. These
data do not give a complete picture of the motion of the front when the
front has moved out a large distance from the source because the effects
of viscosity on the current are not present in their experimental work.

Thus, there may be substantial quantitative differences between modeling
results and the motion of full scale gravity currents produced by fires
but large qualitative differences are not expected.

1. Classification of Inviscid Flows

Many types of flow can be produced when hot gas is introduced into a room
or hallway and several of these are illustrated in Figure 1. In this
report we will concentrate on the flow in the gravity current illustrated
in Figures lc,and 1d, and in more detail in Figure 2.

The exact nature of the flow will depend strongly on parameters of the
flow as well as the boundary conditions. For example, mixing and
entrainment between the injected flow and the ambient fluid will be
controlled in part by the Froude number of the current when it enters the
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hall. Viscous effects will be important when the Reynolds number for the
flow are small enough or when the current moves far enough down the
hallway that the effects of boundary and mixing layers become important,
and the end of the hall used to withdraw the ambient fluid displaced by
the current will also influence the flow field.

We will describe a few special cases of these flows in a general manner
and then will concentrate on the most simple. The nomenclature used here
to describe the flows is based on the analysis discussed in the following
section but the observations are based largely on flows of salt water
moving into ducts filled with fresh water.

(i) Subcritical Source

As an example of the problems we wish to study, consider the inviscid
flow illustrated in Figure 2 which is produced when a steady stream of
hot gas is introduced at one end of a long hallway at time zero and an
equal volumetric flow of the ambient fluid is withdrawn from the same
end of the hall. The material is injected so that we can ignore mixing
at the inlet between the hot gas and the cooler air present in the
hall.

With a subcritical source, the gravity current forms a thin layer which
moves away from the source with a constant velocity and with a well
defined front. The flow described here is similar to that described in
Figure 1 in the region to the right of the hydraulic jump except that
the boundary condition on the ambient flow is different.

This source is equivalent to the subcritical flow encountered in open
channel flows of water in which the Froude number is less than one and
for which sudden changes in the depth of the flow are not possible.
However, the flow is more complex here because two streams are
involved, the gravity current and the return flow in the lower layer.
These differences will be discussed below.

Mixing between the current and the ambient flow occurs in a hydraulic
jump associated with the supercritical flow of material in the lighter
ambient fluid and, depending on the flow rates, this jump may occur
either just behind the head of the current, as is suggested in

Figure 2, or closer to the source as shown in Figures 1 and 4.

In the hydraulic jump, material is entrained from the gravity current
into the ambient flow and this process produces a mixed layer between
the current and the ambient fluid which is primarily made up of ambient
fluid. The bottom of this layer is roughly level with the bottom of the
head of the current as is suggested in the sketch. Little mixing
occurs in the shear layer which forms between the current and the
ambient fluid.

Viscous effects produce a boundary layer between the current and the
wall, and a shear layer between the lower edge of this current and the
ambient fluid. When the thickness of these layers becomes appreciable
compared to that of the current, they will affect the flow. In
addition, when the Reynolds number for the flow is small, viscous
effects can have a large influence on the flow at the nose of the front
and will cause a substantial reduction in the speed of the front. For
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very small Reynolds numbers, the head of the current disappears
entirely.

We can identify three regimes of flow here: an inertial regime in which
the effects of viscosity are small; a very low Reynolds number regime
in which viscous effects dominate the whole flow and in particular the
head of the current; and an intermediate viscous regime in which the
development of boundary and shear layers affects the flow. In the
latter regime, the velocity of the front and the thickness of the layer
behind the head decrease with increasing distance from the source,
e.g., see the review in Chen (1980), and other material in Chen and
List (1976) and Didden and Maxworthy (1982). The viscous regime will
always be reached if the flow is allowed to propagate far enough from
the source.

(ii) Supercritical source:

From an analogy with open channel flows, we expect that, when the
Froude number of the source is greater than ome, rapid changes in the
depth of the current are possible and that changes in depth will occur
through a process similar to that which occurs in a hydraulic jump such
as that shown in Figures 1 and 3.

In the present flow, the hydraulic jump will be accompanied by
entrainment of ambient fluid into the gravity current because the
fluids are miscible. Downstream of the jump, the depth of the current
will be greater than at the start; there will be a smooth change in the
velocity and density profiles from the ambient values at the lower edge
of the current to larger velocities and smaller densities at the wall;
and the average Froude number will be less than one. In addition, the
mass flow and density in the current will be increased by entrainment
of ambient fluid at the jump. The jump process has been examined
experimentally by D. L. Wilkinson and I. R. Wood (1971).

For the situation shown in Figure 1, the strength of the jump is
determined by a coupling between the jump process and the motion of the
gravity current which it produces. We will discuss the modeling of
this process in a later Report.

The entrainment of ambient fluid into the current at the hydraulic jump
also causes a return flow in the ambient fluid. When the inlet flow
rate is increased still further, this return flow can cause a gross
mixing between the current and the ambient fluid. This mixing and the
recirculation of the hot gas can lead to the more complex flow field
sketched in Figure 3b in which the hot gas from the fire is entrained
into the recirculating flow which feeds the jump.

(iii) Plume source:

Finally, when the source of the hot gas is a plume from a fire, flows
may be produced which behave like any one of those discussed above.
Experiments are required to determine which will occur under a given
set of circumstances. The sketch of Figure 3c illustrates one of these
flows and other possibilities are described in Lee, Jirka and



Harleman (1974).

Our initial experiments will be concentrated on the subcritical flow of
Figure 2, for which no mixing occurs due to the injection of the gravity
current into the hall. The more complex cases will be examined later and
will not be discussed further in this report.

We turn now to examine in detail the gravity current produced by a
subcritical source in an inviscid flow.

2. Description of Subcritical Gravity Currents

The theoretical problem is most conveniently posed as follows: Given the
flow of a light fluid into a two-dimensional rectangular channel filled
with an initially stationary ambient fluid, whose density is greater than
that of the injected fluid, find the velocity and shape of the current
produced in the duct when the displaced heavy fluid is withdrawn from the
end of the duct used to supply the lighter material.

Benjamin (1968) has analyzed a simplified version of the gravity current
under a set of assumptions which makes the flow resemble a gravity current
in the inertial regime. The effects of viscosity, mixing, and breaking
waves observed at the head of the current are ignored. However, he does
include losses as a parameter, and determines the depth of the current and
the velocity of the front in terms of this parameter. The loss mechanism
is not discussed and is not included in the physical picture of the model.

In a later paper, Wilkinson (1982) clarified the model of Benjamin (1968)
by investigating in detail the loss mechanism. He was interested in flow
of air into a channel filled with water. Because no mixing can occur
between these two fluids and because viscous effects are often negligible
in the air, this flow is particularly well modeled by the calculation. In
the model used by Wilkinson, losses are allowed to occur in a bore or
hydraulic jump which is assumed to lie between the head of the current and
the source. The flow is assumed to be energy conserving except for the
bore and the affects of mixing at the head and of viscosity throughout the
flow are ignored.

In the following paragraphs, the analysis of Wilkinson is used to discuss
the idealized flow shown in Figure 4.

Both Wilkinson and Benjamin investigated gravity currents which move into
an initially quiescent fluid and we will restrict our analysis to this
case too. However, under some circumstances, the development of a
boundary layer on the wall upstream of the current can have a large effect
on the shape of the head of the current and on its velocity.

(i) Constant Energy Flow

To illustrate the different flow subcritical flow regimes, we first
examine the flow produced when a closed duct, initially filled with a
heavy fluid, is opened at one end and a lighter fluid which surrounds
the duct is allowed to replace the heavier fluid. This replacement
occurs when the heavier fluid flows out of the bottom side of the open
end and the lighter fluid flows into the top. This process, has been



-9-

investigated experimentally by Zukoski (1966) and is illustrated in
Figure 4a.

Benjamin (1968) showed that only one depth is allowed for the current
when the energy in the flow is comserved. For this constant energy
case, see Figure 4a, the current occupies the top half of the duct, and
the flow in the lower layer is critical with respect to a coordinate
system fixed in the duct wall. This limiting case is called the
Constant Energy regime.

(ii) Non-steady Flow Regime

We next consider the flow described above except that now the
downstream end of the duct has been slightly blocked on the bottom
side. A bore is produced in the outflowing stream by this obstacle
which intrudes into the critical flow of the heavier fluid. The bore
propagates upstream from the blockage with a velocity which depends on
the depth of the fluid, the density ratio, and the velocity in the
lower layer upstream of the bore.

For small blockage, Wilkinson shows that the bore moves upstream with a
lower speed than the front. Consequently, it can not catch up with the
front and the resulting flow is unsteady. The motion in this regime is
shown in the sketches of Figure 4b and 4c. In this regime, because the
bore moves slower than the fromt, the motion of the front is unaffected
by the bore and the velocity of the front has the same value it had in
the flow described above in (i). The depth of the current in the
constant energy region behind the head is still half of the duct
height. However, the current depth is reduced by the bore and,
consequently, the volume flow rate of material in the current is less
for this case than that in the constant energy regime.

The presence of the bore is a modification suggested by Wilkinson
(1982). This regime is called the Unsteady Flow regime because the
distance between the bore and the front increases with time.

(iii) Steady Flow Regime

The depth of the layer of ambient fluid downstream of the blockage, h2,
and, consequently, the speed of the bore, v , increase as the blockage
is increased. When the depth of the layer rises to about 78% of the
duct height, Wilkinson (1982) shows that speed of the bore becomes
equal to the speed of the front and for any deeper current the bore is
able to catch up with the front. This leads to the formation of a
steady flow, shown in Figure 4d, in which the front and the bore move
as a unit and with a constant velocity. In this regime, the depth of
the current, the volumetric flow rate of lighter material and the
velocity of the front decrease as the blockage is increased.

This Steady Flow regime is identical to that described by Benjamin
(1968) with the exception that Wilkinson has included an explicit
description of the loss mechanism.
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(iv) Coflowing Ambient Stream

In the above flow regimes, we assumed that the velocity of the more
dense fluid upstream of the front was zero. Because we are dealing
here with an inviscid approximation, we can relax this condition by
using a Galilean transformation in which the coordinate axis is
translated parallel to the duct wall with a constant velocity. This
technique will allow us to describe the flow field when we impose any
velocity we choose on the flow upstream of the fronmt.

However, in an experimental situation, the flow is viscous, and this
procedure can lead to an incorrect prediction of the flow field due to
boundary layer effects on the head of the current.

3. Analytic Description of Subcritical Sources

Consider the flows shown in the sketches of Figure 4 and the notation
defined there. We assume that flows in the gravity current and the
ambient fluid are uniform and parallel to the walls except near the front
of the current and the hydraulic jump. We will assume that the fluids are
incompressible because, in the fire situation of interest to us, the
pressure will remain so close to atmospheric that the density of the gas
will not be affected by changes in it. Of course, density variations due
to temperature are allowed.

Mass transfer at hydraulic jumps is not allowed and the velocity far
upstream of the current is zero.

The flow rate per unit width and density of the light fluid in the current
are u and o , and the density of the heavier fluid is o, . In the
following aiscussion, velocities are given in the coorjznate system fixed
in the wall of the duct and in defining dimensionless parameters, absolute
values of the velocities are used.

In general, the volumetric flow rate per unit width supplied by the source
is given by continuity argument as the product of the velocity in the
current v and the depth of the current h, evaluated near the source, or

u=vh = v(ho-h2), (1)

where ho and h2 are the depth of the duct and depth of the ambient fluid

near the source. Thus, either v or h can be taken as unknown when u is
specified.

The velocity in the current beneath the source, v2, must be large enough
to withdraw a volumetric flow rate from the duct equal to that of the
source because we have assumed that no flow occurs in the duct far
upstream of the front. Then,

v2 = vh/(ho-h) = u/(h2)

or
F2 = v2/-~fg”ho = U/H2

where -
H2 = h2/ho amd U= u/ g’ho;3
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To simplify the algebra of the problem, the ratio h2/ho defined as H2 is
used as one of the independent variables for the problem and we will solve
for a dimensionless value of u defined above as U rather than use u as the
independent variable which it often will be in experimental work.

(i) Constant Energy Flow

In this limiting case, Benjamin (1968) showed theoretically that the
layer thickness h is half of the duct height and that this is the
maximum value for the layer thickness which is possible . Thus,

bl = h2 = h)max = (1/2)ho
or if we use capital letters to denote dimensionless parameters,
H2 = h2/ho = 1/2 (2)

In this case, the velocity of the front and that of the fluid in the
current are equal and are:

vi = v = 1/2 -/g”ho (3)

This is the maximum velocity that the current can have. The Froude
number for the front and the current are defined as:

FE =F =v/~/g'ho = 1/2 (4)

The volumetric flow rate per unit width also takes on a maximum for
this case. It is given by:

u = u)max = 1/4 +/g’ho> (5)
and the dimensionless value is
U = u/-\/g’ho's- =1/4 (6)

for the Constant Energy regime.

(ii) Unsteady Flow Regime

In this regime, Wilkinson (1982) showed that the region near the front
of the current behaves exactly like the comstant energy flow described
above. The dimensionless velocity of the front and depth of the
current in this region are still given by equations 2 and 4, and the
velocity of the bore vb was found to be less than that of the front.

The Froude number for the bore can be written in terms of H2 as
N2
Fb = vb/+/g”ho = {((1/2)H2(2H2 + 1))/ -1/2} (8)

and the volumetric flow rate at the source, is found by a continuity
argument to be

U =u/+/g"ho® = 1/4 - Fb(H2 - 1/2) (9)
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From Equation 1, the velocity in the current near the source is

v = u/(1-H2)ho
or (10)
F = v/-f/g’ho = (U)/(1-H2)

(iii) Steady Flow regime
In this regime, the bore moves with a higher velocity than the front
and catches up with the head of the current. A steady flow is produced
which is identical to that analyzed by Benjamin (1966).
The flow parameters of interest can be obtained from the equations:
2 1/2
F = Ff = Fb = v/~/g"ho = (B2(1-H2" )/(2 -H2)) (11)

Using the continuity of flow, equation 1, we find that:

U

F(1-H2) (12)

Thus, given a value for H2, we can find F and U or conversely, given U
we can find F and H or H2,

Finally, consider the limiting flow as ho becomes very large compared
with the depth of the current, h., Examination of equation (11) shows
that in limit when the layer thickness h is held constant and ho
becomes very large:

v)o = </2g°h
wo = =/ 2g'h3~

For most fire problems, this limit will not be interesting but it does
give a limiting value for the velocity of the front.

(13)

(iv) Numerical Results for Standard Boundary Conditions

Numerical results for the problem described above are given in Table 1
and Figure 5 where values of U, Ff, Fb and H are presented as functions
of H2, In addition, the value for the velocity of the current,
normalized of -+/g”h is given as V in this table. For a given problem,
if we assume that values are given for the reduced gravitational
acceleration g”, the duct height ho, and volumetric flow rate u, then
values of U can be calculated and used to obtain values for the other
dimensionless and dimensional parameters of the system. Examples will
be given in the next section.

(v) Coflowing Ambient Stream

We are interested here in examining a variation on the problem
discussed above which involves the relaxation of the condition that the
fluid velocity upstream of the front is zero. For example, a second
interesting limit is to require that ambient fluid enters the lower
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layer at the source end of the duct with an arbitrary velocity, v27,
which can take on positive or negative values. See Figure 6.

For the standard solution, the boundary condition applied to the
problem was that the fluid velocity far upstream of the head of the
front was zero. The velocity in the flow beneath the source is fixed
by the continuity equation and is

v2 = - v(ho-h2)/h2 = - u/h2 (14)

If we ignore the effects of viscosity, we can solve for the velocities
of the source, bore and front in the new system by making a Galilean
transformation which makes the value of the velocity in the ambient
fluid beneath the source equal to an arbitrary value, say v2°. We will
use primes to distinguish the solutions for this second problem from
the solutions to the standard problem.

If the origin for the y axis, shown in Figure 6a for the standard
solution, is translated to the left with a constant velocity equal to
(v2” + u/h2), the velocity of the ambient fluid seen by an observer in
this new coordinate system, see Figure 6b, will be v2°. Of course, the
geometry of the flow will be unaffected by this transformation and, for
example, h = h”.

To obtain the velocities in this new coordinate system we must add the

quantity, (v2” + u/h2) to each of the velocities obtained for the
standard problem. The results are summarized in Table 2:

TABLE 2: ARBITRARY VALUE FOR V2° OR F2°

Parameters for: Constant Energy Unsteady Flow Steady Flow
F” = v'/</g"ho 1.0 + F2° F/H2 + F2° F/H2 + F2°
Ff'= vE°/-+/g ho 1.0 + F2° Ff+F2°+ F(1-H2)/H2 F/H2 + F2°
Fb“= vb"/~/g"ho - Fb+F2°+ F(1-H2)/H2 -——

U” = u”/+/gho® U/H2 + (1-H2)F2° for all regimes

Here, F2” = v2°/-fg’ho is specified.

In this table, we use a prime to denote the velocities in the
coordinate system in which the ambient velocity beneath the source is
v2° and the unprimed quantities are those obtained in the standard
problem and with numerical values listed in Table 1.

As an example for the application of these results, let the velocity
v2” be zero, and select values for g° and ho. Then F2° is zero, and
when we pick a value for u, we can immediately obtain values for U and,
consequently, all the unprimed parameters from Table 1. Then using
Table 2, the primed quantities can be found. If we use a more
reasonable definition for the problem and select a value for u’ rather

than u, an iterative method must be used to find the appropriate value
for U and U”.
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Numerical Values for the primed quantities are shown in Table 3 for the
special case that the velocity in the ambient stream at the originm is
zero, i.e., for F2°=0. Values for the standard problem are also given
in this table for purposes of comparison.

TABLE 3. Parameters for F27=0

H2 U il Ff’ U’/u ((vf'-vf))
h2/ho u/-dg:hos' u /g he  vE /g ho vE'/vE vi
0.98 .0039 .0040 199 1.020 .020
0.94 .0193 .0115 .333 1.036 .036
0.90 .0394 044 .438 1.11 .11
0.80 .098 .123 .613 1.25 «25
0.70 167 .238 .738 1.47 A7
0.60 .219 .365 .865 1.73 .73
0.50 .250 .500 1.000 2.00 1.00

Although, the ratio of the velocities of the front of the wave for the
two cases are not very sensitive to the transformation for H2 greater
than 0.90, the differences are large for H2 near 0.5. However, the
comparison made in this table is for flows with the same value for H2;
if we compare flows with the same value for the volumetric flow rate of
the source, i.e., for U” = U, the velocity difference ratio, (vf'-
vE)/vf is decreased. A few comparisons of this type are made in Table
4 in which the solution for the standard problem is listed as the upper
line in each pair of data. For flow rates corresponding to values of U
less than 0.05, the influence of the position at which material is
withdrawn from the hall is small.

TABLE 4. Parameters for U = U and F2° =0

u/~/g"ho3 } H2 Ff’ (vE ' -vf)
or u’/~fg’hd®> h2/ho vE /~fg'ho vE
U = .044 0.89 .408
U” = .044 0.90 .438 0.07
U = .123 0.76 .500
UT = .123 0.80 .613 0.23
U = .238 0.55 .500
U = .238 0.70 .738 0.48
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Effects of Mixing at the Front and of Viscosity

The effects of mixing between the current and ambient fluid at the
hydraulic jump or bore and the effects of viscosity are ignored in the
analysis discussed above. Experimental data concerning these effects is
briefly reviewed here.

(i) Mixing at the Front

Note that in these calculatioms, no mixing is allowed in the hydraulic
jump or bore so that a precise comparison with the velocity of the
front determined in experiments is not possible. When fluid is lost
from the head, the velocity of the current must be larger than that in
the head to supply this loss. Simpson and Britter were able to measure
this difference. They found that the velocity in the front ve is only
slightly smaller than that of the current v and that the ratio of the
two is approximately given by:

(v;/v ) =1/(1.16 + 0.04) (15)

Because the two velocities are so nearly equal, we believe that values
of the velocity of the current made for the inviscid case can be used
as a first approximation to the velocity of the front or current when
viscous effects are negligible.

The results expressed in equation 15 are also interesting because they
contain information on the flow of gas into the mixed region. The
magnitude of the velocity ratio indicates that there is a net flow of
material from the current into the head and that this flow is then
entrained from the head into the mixing layer shown in Figure 2. The
net flow into and out of the head is about 16% of the flow in the
current. This result is important to us since this means that 16% of
the flow in the current mixes with and contaminates the ambient fluid.

(ii) Transition to Viscous Regime

Transition between inertial and viscous regimes occurs because of
either the effect of viscosity on the flow over the front or because
the displacement thickness of the boundary layer between the current
and the wall grows to a value which is an appreciable fraction of the
depth of the current. Simpson and Britter (1979) found that viscous
effects on the flow over the front of the current were negligible when
the Reynolds number for the front, based on layer depth and front
velocity are greater than 500. We will be interested in this regime.

However, regardless of the Reynolds number for the front, the influence
of the boundary layer will always appear if the front rumns out far
enough from the source. The viscous forces acting on the fluid at the
wall will act to reduce the momentum of the flow and when the flow is
long enough this force must have an effect on the motion of the front.
The layer thickness at the source will grow so that the additional
gravitational head at the source will be able to overcome the shear at
the wall.
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To make a simple estimate of the scaling laws for this tramnsition, we
examine the magnitude of the ratio of the boundary layer displacement
thickness to the depth of the gravity current. When this ratio is very
small, the influence of the the boundary layer is presumably negligible
and when it reaches some limiting value, viscous effects will become
important.

When the boundary layer between the current and the wall is laminar, we
can make an estimate for the transition position by examining the ratio
of viscous shear forces on the wall to the momentum flux in the layer
at the source,

(0.5 R vix Cf)/(& uv)

or the ratio of the displacement thickness § to the original layer
thickness, (8 /h),

8/h o< (x/0) /X lo)

These ratios grow as the distance to the front, X, increases and when
either reaches some small limiting value, we expect that the influence
of viscous forces will become important.

Thus if we assume that the transition occurs when this ratio takes on
some limiting value, we find by using either ratio that the tramsition
length scales as:

X, oC vh' /v
or ‘ 2 (16)
Re), = X v /P oC (v/v)
When U is so small that the velocity of the current is given by v)o,
equation (13), the dependence on the height of the channel is
unimportant and the criterion becomes:

X oc g b ¥ Jv (17)

Estimates of the position at which this viscous effect becomes
important have been made by Chen et al (1976) and Chen (1980). Their
experimental results agree with the form of equation 17 and the value
of the proportionality constant was found experimentally to be about
0.10.

(iii) Viscous Regime:

In this regime, dimensional analysis and some experimental results,
presented for example in Chen (1980), Chen and List (1976) and later by
Didden and Maxworthy (1982), suggest that the velocity of the head of
the current depends on the distance from the source of the front, X,
and can be expressed as:

i
vl ((g7u® /x2) )y = 5 = (0.54) (18)

when U is so small that the duct height does not affect the velocity.
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In this regime, the velocity of the front decreases with increasing X
as X to the minus one fourth power and thus the depth of the current at
the source must rise so that the gravitational forces can support the
wall shear. The value of the constant j which appears in equation 18
gives a reasonable fit for a range of experiments.

5. Application of results for the subcritical source:

In many fire situations of interest, the flow will be entirely within the
inertial regime and as a result the analysis presented above can be used
to describe the flow.

As an example, consider the situation shown in the sketch of Figure 1 and
let fires of various sizes be started in the small room adjacent to the
hallway. Hot gas will flow from the room through the open door into a
2.5m square hallway and produce the hydraulic jump and gravity current
shown in the sketches. Calculations have been made to show the properties
of the ceiling currents produced by several fires and the results are
shown in Table 5.

TABLE 5. EXAMPLES OF GRAVITY CURRENTS in a 2.5 m SQUARE HALL

EXAMPLE NUMBER: #1 #2 #3 #4 #5 #6
1. PARAMETER VALUES ASSUMED:

Fire size, kw: 50 50 50 200 200 800
Mass flux to current, kg/s : 0.5 1.0 2.0 1.5 3.0 3.0

2. PARAMETER VALUES CALCULATED:

Temperature in current, C 120 70 45 153 86 285
flow rate in current u, m /s 0.22 0.39 0.72 0.73 1.23 1.9
density difference ratio, D 0.29 0.16 0.082 0.38 0.20 0.62
dimensionless flow rate, U 0.034 0.079 0.204 0.095 0.220 0.195
s, for steady regime; 8 s us s us us

us, unsteady flow regime

dimen., current height, H 0.09 0.17 0.37 0.20 0.40 0.35
dimen. velocity of head, Ff 0.38 0.47 0.50 0.49 0.50 0.50
dimen. velocity of bore, Fb - - 0.34 - 0.39 0.37
height of current h, m 0.22 0.42 0.93 0.49 1.00 0.87
height of head m - - 1.25 - 1.25 1.25
velocity of front vf, m/s 1.01 0.92 0.71 1.49 1.12 1.95

velocity of current v, m/s 1.01 0.92 0.95 1.49 1.23 2.79
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Based on fire plume entrainment work, e.g., see Cetegen et al (1983),
values were picked for the mass flux in the fire plume and then in the
gravity currents which form downstream of the hydraulic jump. Then given
the mass flux and enthalpy flux in the ceiling current, which is equated
to the fire size, the rest of the parameters can be easily found, with the
use of Table 1, for the case that the velocity far upstream of the front
is zero.

In all examples in this table, the Reynolds number of each flow based on
current velocity and depth is greater than ten thousand and the tramsition
length is greater than 1000 meters. Hence, the Reynolds number and
transition position are large enough to ensure that the flow will be in
the inertial regime, and the influence of viscosity on the geometry and
the propagation speed of the front should be negligible.

Examples 1 to 3, and 4 and 5 show the effects on the parameters of
changing the mass flow in the current while holding constant the enthalpy
flux, called here the fire size. For both the 50 and 200 kw examples, the
depth of the layer increase almost linearly with the mass flux and the
velocity decreases slightly. The reduction in the velocity of the front is
due in part to the offsetting effects of the decrease in the density
difference ratio D and the increase in the layer depth h.

The head of the current in these examples would traverse a 50 m long hall
in from 25 to 70 seconds. Because the return wave would take a similar
period, the total period required for the returning wave to reach the jump
will be from one to two minutes.

For the first example, the gravity current occupies about 9% of the height
of the hall. The depth behind the reflected wave will be larger by about
a factor of about 1.5 and hence, the depth of hot gas im the hall will be
about 15% of the height of the hall when the reflected wave submerges the
hydraulic jump and suppresses further entrainment into the current. Thus,
a considerable fraction of the hall will be filled with hot gas before the
special conditions requiring modelling of the gravity current can be
relaxed. In the other five examples, this depth is much larger. Hence,
for many fire situations, the process by which the hall is filled with hot
gas will be dominated by the gravity current flow described here.

In all of these examples, the current depth is greater thanm 0.22 m or
about 9 inches and it is possible that the current would set off
sprinklers located within this distance below the ceiling. Two of the
examples produce gravity currents in the Unsteady Flow Regime and have a
depth near the head of the current equal to one half of the hall height.
Most of these flows would be threatening to a five foot high person (1.5 m
or 60% of the hall height) standing or running within the hall although

the velocity of the front, 0.7 to 1.5 m/s, would not be hard for an alert,
healthy person to outrun.

The weakness of the discussion given here is that we have assumed values
for the mass flow rate in the currents described in Table 5. 1In a later
report we will describe the flow in the hydraulic jump at the entrance of
the hall and a technique for matching the flow in the jump with that in
the current. For the situations in which this jump is important, we will
then be able to give a more complete picture for the flow.
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C. CURRENT SALT WATER MODELING WORK

In our investigation, the salt-water modeling work will be used to obtain
both a qualitative and where possible a quantitative picture of the flow
for a number of fluid dynamic problem areas and will act as a guide for
the gas phase experiments. Because of the ease in making flow
visualization experiments, this technique is particularly useful in making
a survey of new problem areas.

The standard problem to be investigated is that of a gravity current
flowing steadily into a long hallway in which the ambient fluid is
initially at rest. The source will be subcritical, as illustrated in
Figure 1, and the Reynolds numbers will be high enough to keep the flow
within the Inertial Regime. Both ends of the hall will be closed and the
ambient fluid will be withdrawn from the end of the hall at which the
current is introduced.

A number of important variations on the basic flow will also be
investigated. An important experimental condition for these studies is
the origin for the ceiling current. We plan to start the studies listed
below with a subcritical source which leads to a current as shown in
Figure lc and ld, and later will investigate some of the flows arising
from the two other types of sources discussed above: one, which simulate a
buoyant plume above a fire, Figure 3c, and a second which will be the
supercritical source which has considerable momentum at the inlet and
which will lead to conditions indicated in Figure 3a or 3b.

A second condition concerns the flow rate of the buoyant fluid. In a fire
situation we expect that the flow rate of this fluid can change
substantially even over the brief period during which the gravity current
will be flowing down a lomg hall. The influence of this nonsteady supply
will be investigated.

A third condition concerns the motion of the ambient, high demsity gas
within the space. In most of the above discussion this fluid was at rest
or was moving in response to the motion of the gravity current. In some
fire situations, the high density fluid will be in motion due to a variety
of causes. If the flow is against the direction of flow of the gravity
current, the current can be stopped completely and the mixing between the
current and ambient fluid will be different from that which exists when
the ambient fluid is stationary. Thus, the point at which the ambient
fluid is withdrawn from the hall and the presence of flow in the ambient
gas produced by an imposed pressure field must also be investigated.

1. Problem Areas

Problem Areas to be studied with the salt-water/water modeling method
include:

(i)  For the standard subcritical-inlet problem, the determination of
the dependence of the velocity of the front and the current depth,
relative to hallway height, on the parameters of the system such as
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volumetric flow rate, density difference ratio, the Reynolds number of
the flow, and point of withdrawal of ambient fluid. We hope to check
previous work here, rather than to break new ground, and to verify that
our technique is correct.

(ii) The determination of the rates of mixing between gravity current
and ambient fluid which occurs near the front of the current. Previous
work suggests that in the high Reynolds number regime about 16% of the
injected material is mixed with ambient fluid at the head of the flow.
Again we want to check this result and to make sure that it is
applicable to our problem. A quantitative measure of the concentration
in the mixed layer will be made.

(iii) The interaction of the gravity current with (a) a closed end on
the hall, (b) with a partially open end,

and (c) with a right angle turn in the hall. As a part of this work
we will determine the velocity of propagation of the reflected wave
which is formed, at the interface between the current and ambient
fluid, by these impingement processes.

(iv) The determination of the effect of rapidly changing the flow rate
of hot gas which is supplied to the ceiling layer on the development of
the layer and the mixing between the layer and ambient fluid.

(v) The effect on the flow of (a) roughness elements placed on the
ceiling of the hall, with a range of roughness element heights ranging
from a few percent to 10% of the hallway height, and (b) systematic
variations in the width of the hall, such as result from inset doorways
located in hotel corridors, with a variation in width of 10 to 20% of
the hallway width.

(vi) The effect on the flow produced by the gravity current of the
presence of a stratified layer of hot gas in the hallway before the
introduction of the gravity current.

(vii) The effect on the flow and in particular on the mixing between
the gravity current and the ambient fluid of turbulent velocity
fluctuations of appreciable amplitude in the source flow for the
current.

(viii) The effect on the flow of the location of the point at which
fresh water is withdrawn from the duct and of a flow in the ambient
fluid either opposing or aiding the motion of the gravity current.

In addition to these subjects which deal with the motion of the front we’
are interested in two other problem areas:

(ix) The rate of entrainment of ambient fluid into the current which
occurs in the initial hydraulic jump described in Figure 1.

(x) The motion of waves produced by the impact of the current on the
wall of the hallway and other disturbances in the hall.
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2. Preliminary Experimental Results:

Preliminary experiments have been made in which we have recorded on video
tapes the motion of gravity currents formed when dyed salt water (density
in the range 1.04 to 1.10) is introduced into a duct which is filled with
fresh water (density 1.00). The duct is 15cm square and 240 cm long, and
thus has a length to height ratio of about 16. Some of the results
obtained in these preliminary experiments are summarized below. In these
tests, fresh water is withdrawn from the hallway at the end of the duct
where the salt-water flow enters.

Preliminary observations are presented in the following paragraphs.

(i) The velocity of the front as measured in our experiment is less
than the values we expected from a review of previous work presented
above. The differences, between our data and the values predicted from
inviscid theory, range from 50% at low flow rates, and hence small
Reynolds numbers, to 20% at high flow rates, and hence higher Reynolds
numbers. The difference may be due to the mixing process and to the
development of the boundary layer, formed between the wall and the
current, and the mixing layer, formed between the current and the
ambient flow, which are ignored in the theory.

We are investigating the cause for this difference and are also
reviewing data from a number of different authors whose normalized
velocity data appear to lie between our results and the theoretical
values. Of course, the effects of boundary layer growth will be more
important in these small scale experiments than in the full scale case.

(ii) Visual inspection of the flow indicates that mixing between the
gravity current and ambient fluid occurs only at the head of the
current and nowhere else in the flow. The mixing appears to involve a
small amount of the fluid from the current and a much larger amount
from the ambient flow.

(iii) The velocity of the front decreases slightly when the head
reaches a point several hall heights in front of the end wall of the
duct. On impact, the front rides "down" the wall (see Figure 7a and
7b) and additional mixing does occur but, for the Reynolds number range
we have investigated, it is very small and is restricted to the impact
event.

(iv) After the current reaches the wall at the end of the hall, it is
reflected as a series of waves which propagate from the closed end
toward the source end of the duct, Figure 7c¢ and 7d. The reflected
waves have wave lengths of several hall heights; they do not "break" or
cause any mixing; and they propagate at a roughly constant velocity
toward the source of the current with a velocity which can be larger
than that of the head of the current. The thickness of the layer
behind the wave train is about 1.5 to 2 times that of the current in
front of it.

(v) If a gravity current is introduced into a hallway which contains
a thin stratified layer of fluid with density close to that in the

gravity current, the head of the gravity current becomes a wave
superimposed on the existing stratified layer. Depending on the depth
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of the layer in the hall and the density difference ratio, the wave at
the head of the gravity current may or may not break and its velocity
may be reduced as compared to a similar current moving in a hall
without the stratified layer. When the wave does not break, no mixing
occurs at the head of the wave. Wood and Simpson (1984) have studied
this phenomena.

Similarly, increasing the flow supplied to a gravity current which has
started to move down a hall need not produce a second breaking front
but can cause a non-breaking wave to propagate through the gravity
current toward the front.

(vi) The interaction of the current with an obstacle placed on the
ceiling, a square "beam" occupying about 12.5% of the height of the
duct has been observed visually. The complete flow field produced by
the interaction of the front with the obstacle is complex, and produces
a flow which follows the description given in Figure 1 when the beam
replaces the door soffit. The supercritical region and the hydraulic
jump were observed to form just downstream of the beam and the jump was
swamped by the reflected waves, as suggested in the Figure 1.

3. Implications for Modeling
These preliminary results suggest that:

(i) The scaling laws for transition and velocity described above are
at least roughly applicable to our problem and the velocity of the
front except for very thin layers will be in the range 0.5 to 2 m/s.
Thus the time required for the front to flow down a hallway will be in
the range of tens of seconds.

(ii) Mass lost by entrainment from the current and into the ambient
gas occurs at the head of the current and is probably less than 15% of
the injected flow. Thus, to a first approximation, we may be able to
ignore it entirely in a simple room-fire model.

However, entrainment of ambient fluid into the current at a hydraulic
jump, for example that produced by flow over a door soffit as shown in
Figure 1, can be large compared to the flow in the current supplied to
the room and hence must be modeled carefully.

Thus, details of the flow which lead to the production of the current,
such as the entry of the current into the room shown in Figure 1,
appear to be very important.

(iii) Once the current has reached the end of the hall, the motion at
the interface between hot and cold fluid is that of a stratified layer
disturbed by interfacial waves which do not produce additional mixing.

After the reflected wave has returned to submerge the hydraulic jump,
see the example described in Figure 1, further mixing due to the

gravity current can be ignored and the two-layer fire model used as
usual.
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(iv) Salt-water/water experiments will give us valuable insights into
the flow processes without necessarily giving us quantitative results,
A major problem here is to get Reynolds numbers high enough to ensure
that the process is independent of viscous effects.

These results suggest that to a first approximation we were correct in
ignoring entirely the lateral motion of gas in large rooms in the context
of the two layer fire models,

However, for long hallways the time required for the current to traverse
the space, and the effects of entrainment into the current and certainly
of heat transfer will not be so easily dismissed and must be included in
room—-fire models.

In addition, the results described above were obtained with flows for
which the Reynolds numbers, based on speed of the front and layer
thickness, were in the range from 200 to 1000. Real flows of interest to
us have Reynolds numbers about ten times larger than these values and
these preliminary experiments suggest that the mixing may increase
markedly with Reynolds number in this range. Hence, the optimistic
conclusion that we may be able to ignore the lateral motion of the gas may
not be realistic for high Reynolds number flows. However, this attractive
idea will be pursued in our work.

Given the importance of the Reynolds number here, one of our important
experimental objectives is to greatly increase the range of Reynolds
numbers we can investigate in the salt-water modeling apparatus.
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D. EXPERIMENTAL PROGRAM FOR GAS MODELING WORK

The experimental study of gravity currents in gasses will be used
primarily to determine the influence of heat transfer on gravity currents.
However, the duct has been designed to have about the same range of
Reynolds numbers as the salt-water/water modeling apparatus and the other
flow parameters can also be duplicated in the two experiments. Many of
the problems mentioned above can be studied in both and, where ever
possible, we will attempt to use the gas apparatus to verify novel
findings discovered in salt-water/water modeling work.

The heat transfer studies will be carried out in an apparatus which is a
model for a hallway. The dimensions of the duct are 50 cm square, 735 cm
long, and a length to height ratio of about 14.5. This duct has glass
side walls to allow flow visualization and reduce lateral heat transfer, a
"wooden floor to facilitate the insertion of instrumentation, and an
aluminum top wall which is 1.27 ecm (0.5 inches) thick. The height to
width ratio for the duct can be easily changed so that the influence of
aspect ratio can be studied.

Aluminum was selected for the top wall for the initial tests because it
has sufficient thermal capacity and a large emough thermal conductivity to
keep the surface temperature within a few tenths of a degree of the
initial value during the transient test. This constant temperature
boundary condition will greatly facilitate data reduction and the
development of a good model for the flow. The apparatus is designed so
that walls with other thermal properties can be studied easily.

Heat transfer gauges are located at 50 cm intervals on the centerline of
the ceiling and at 150 cm intervals several can be placed across the width
of the ceiling. A shadowgraph system is being developed as our principal
flow visualization technique. Velocity and temperature distributions in
the gravity current will be measured at one or two locations in each
experiment with 5 to 10 hot wire probes mounted on a single support.

Both velocity and temperature will be measured from the same wire. The
chief challenge which arises in the design of this probe is to make
accurate measurements of either temperature or velocity at the very low
gas speeds we anticipate will be present in the gravity currents.

The support for the velocity and temperature probe is designed so that the
probe can to be moved easily throughout the duct between experiments;
however, to cover a given flow throughout the whole duct will require that
a number of separate but identical experiments be carried out.

Hot gas at temperatures up to 250 C will be supplied at a closed end of
the duct at a known volumetric flow rate, and the motion of the front, the
velocity and temperature distribution behind the front and the heat
transfer to the ceiling will be measured. The initial tests will
investigate the transient flow produced with an open end on the hall;
later work will include the study of the reflected wave from a closed or
partially closed end. The parameters to be investigated include: current
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temperature and volume flow rate, end condition on the hall (i.e., open,
closed and etc.) thermal properties of the ceiling, width to height ratio
of the hall, and the presence of roughness on ceiling and side walls.

The duct has been constructed and the heat transfer instrumentation,
installed for the initial experiments. At present, the heater for the hot
gas supply is being tested. The hot wire probe apparatus is still under
construction.
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LIST OF SYMBOLS

The meanings for many of the symbols are illustrated in
the sketches of Figures 2 and 4.

a,c,j, constants in equations

b, the hall width

D, the density difference ratio, (&- 3 )/( Bl)
Cf, skin friction coefficient

g, the gravitational acceleration, 9.8 m/s

g”, the reduced gravitational constant, g” = Dg
F, the current flow rate parameter, v/-/g ho

Fi, flow rate parameter, vi/-~/g ho, note that
various values for i are defined below

ho, the duct height

h, the current height near the source
see Figures 2 and 4

h2, the depth of ambient fluid beneath the source,
i.e., ho-h2; see Figure 2 and 4

hh, the height of the head above the current,
see Figure 2

H2, the dimensionless depth of ambient fluid bemneath
the source, h2/ho

u, the volumetric flow rate per unit width of the hall
supplied by the source, i.e., u = V/b , with units, m"2/s

U, the dimensionless value for the volumetric flow rate
per unit width of the hall supplied by the source,
i.e., U = ¥/b~/g"ho"

V, the normalized current speed based on the curremt depth,
v/~/g"h , rather than on the depth of the duct, ho

e

the volumetric flow rate supplied by the source

v, the velocity of the flow in the current in the constant
height region behind the bore, coordinates
fixed in the wall, see Figure 4
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vb, the velocity of bore or hydraulic jump, coordinates
fixed in wall.

vEf, the velocity of front or head, coordinates fixed in wall

vw, the velocity of the wave reflected from wall of hall

vo, the velocity of the flow far upstream of the
head of the current, coordinates fixed in the wall

X

distance front has moved downstream of source
, distance at which transition to viscous regime occurs
displacement thickness of the boundary layer

, the density of the fluid in the current

AR o M

g > the density of the ambient fluid in the hallway

p » the viscosity of the fluids (taken as being equal for both)

Subscripts:
f, front
b, bore

2, flow in ambient fluid below source

Superscripts

( )7, prime denotes parameter values in a coordinate system with
arbitrary velocity, v2“, in the flow bemeath the source
See section IV.3.B.v.
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TABLE 1: PARAMETERS FOR GRAVITY CURRENT IN A HALLWAY
H2 F F¥ Fb u H Vv
h2/ho w/~/g"ho vi/+/g’ho uvb/~/g’ho u/~/g'hd  h/he  uv/~/g’h
8.5 8.500 8.500 6.207 8.2500 8.50 8.787
8.51 0.586 8.568 8.218 8.2478  ©.49  8.723
8.52  ©8.511 8.500 8.228 8.2454  9.48  @.738
8.53  8.517 8.568 8.239 8.2428 ©.47  8.754
6.54  9.522 8.500 8.24% 8.2400 8.46  0.769
8.55  @.527 8.Sa@ 8.240 8.2378 8.45  @8.785S
8.56  @.531 8.508 8.278 8.2338 .44  o.381
6.57  @.536 8.500 6.281 8.2383  @.43  8.817
8.58  ©.540 8.500 8.251 8.2267 8.42  9.833
6.5  @.543 6.500 6.302 8.2228  8.41 8.849
8.40 8.547 8.588 8.312 8.2188  @.40 9.845
8.61 8.558 6.580 8.323 8.2145 8.3  0.881
9.62 B.553 0.500 8.333 8.2100 8.38  @.857
8.63  @.SS5 8.560 e.344 8.28653  8.37  8.912
8.64  @.557 9.500 8.354 8.2004  0.34 B.928
8.5  8.558 8.500 B .345 8.1953  8.35  8.943
8.66  8.559% 8.500 8.375 8.1500 8.34 B.958
8.67  8.55% 8.35@0 8.385 8.1845 8.33  8.973
8.8  8.5%9 8.5@0 8.3%94 8.1788 8.32  ©8.988
8.69  8.558 @.500 8.406 8.1728 0.3l {.001
.78 8.556 8.500 8.417 8.1667  @8.30 1.814
6.71 8.553 6.500 8.427 8.1684  08.29 1.827
8.72  8.549 8.500 8.437 8.1538  @.28 1.038
8.73  8.545 @.500 8.448 8.1471 8.27 1.848
8.74 8.53% 9.508 8.458 B.1401 8.26 1.057
8.75  @.532 0.568 0.448 8.1329  8.25 1.064
8.76  8.523 2.500 8.479 8.1256  @.24 1.048
8.77  8.513 B.500 8.48% 8.1180 9.23 1.070
8.78  0.501 8.508 B.499 8.1102 8.22 1.0848
8.7  8.495 8.455 8.455 8.1048 8.21 1.881
0.80 8.450 9.450 8.4%a @.0520 8.208 1.895
8.81 8.484 8.484 8.484 8.891% 8.19 1.11@
8.82  8.477 8.477 8.477 8.885%  @.18 1.125
6.83  ©8.470 0.47a 8.470 8.8799 8.17 1.139
8.84  0.462 B.442 B.462 8.873%  @.16 1.154
8.85  8.453 8.453 8.453 8.8679  8.15 1,169
8.86  8.443 8.443 8.443 8.0621 8.14 1.185
6.87  8.433 8.433 8.433 8.8562  @.13 1.200
8.88  8.421 8.421 8.421 8.8505 8.12 1.215
8.89  8.488 8.4@8 8.488 8.8449  @.11 1.231
8.5@ 8.394 8.394 8.394 8.83%4  @.1@ 1.247
8.91 8.379 8.379 8.379 8.8341 6.8% 1.263
0.92  8.3&2 B.362 8.362 8.828%  @.88 1.279
8.93  @.343 8.343 8.343 2.0240 6.07 1.295
8.94  8.321 8.321 8.321 0.0193  0.84 1.312
8.95  8.297 8.297 8.297 8.0149 8.85 1.328
8.96  8.249 B.249 8.249 8.0188  @.84 1.345
8.97  8.236 8.236 8.236 B8.0071 .03 1.362
8.98  0.195 8.195 8.195 8.003% 8.02 1.379
8.9  ©8.140 B.140 8.14@ 8.0014 8.01 1,397
1.00 9.000 9.000 8.000 ?.0000 ¢.00 1.414
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(c)

(d)

(e)
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(g)
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Figure 1
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/r— Entrainment at jump

(c)

Figure 3. Alternate Sources

a. Supercritical Source

b. Supercritical Source with Secondary Mixing
c. Plume Source
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Figure 4. Flow Regimes: (a) Constant Energy; (b) + (c) Unsteady

and (d) Steady Flow Regime
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v, = 0
- (V)] °
P
y
(a)
hv = (ho - h) v,
/—V'
VZ——. Va'>0
(b)

vo'ho = v'h + v2' (ho - h)

Figure 6. Galilean Transformation
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Mixed Region

Solitary Wave

Figure 7. Impact on End Wall
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The motion of hot combustion products through a burning structure plays a
dominant role in fixing the spread of the fire and the spread of toxic gases. The
first part of this report is concerned with the effect of door geometry on the
rate of turbulent mixing between the hot and cold layers near a doorway. The
second part of the report deals with the entrainment rates in the near field of a

buoyant diffusion methane flame.

In the study of the motion of the hot combustion products near a doorway,
the gas in the burning room is assumed to be divided into two homogeneous
layers—the ceiling layer which contains the hot combustion products and the
floor layer which contains the denser fresh air. Temperature and carbon diox-
ide measurements are taken from a half-scale room which uses a pump and fur-
nace to simulate the entrainment and heating of the fresh air by the fire plume.
The mass transfer rates are calculated from these measurements and are found
to be a function of a Richardson number that uses the interface height meas-
ured from the floor as the characteristic length and the average inflow velocity
of fresh air as the characteristic velocity. This form for k%, is derived from an
analysis based on Tay_lor's entrainment hypothesis. For a given fire size, i.e., for
a given mass flow of fresh air into the room, the effect of reducing the door area
is to reduce the value of Ri, and hence increase the mixing rate in the room.
The door height is found to be a much stronger influence on the mixing rate and

interface height than the door width.

The entrainment rates of fresh air in the near field of a buoyant diffusion
methane flame whose flames extend well above the interface between the hot

gas layer and the fresh air layer are measured for several interface heights. In



.lv-

a,lar;ge steel hood over an axisymmetric burner. The hood may be raised or
lowered to change the interface height. The entrainment measurements are
' obtainéd from a chemical analysis of a dried sample of combustion products
‘taken from the ceiling layer. The measured species concentrations are com-
pared with the theoretical equilibrium composition of the ceiling layer gas. For
- a given interface height, the ceiling layer gas temperature is found to be a linear
' fuhct.ion of the fuel-air ratio up to the stoichiometric fuel-air ratio. Increasing
the fuel-air ratio above the stoichiometric value did not change the gas tem-
perature significantly. This maximum temperature is observed to decrease with
interface height. The air entrainment rates are found to be a weak function 61

the fuel-air ratio at very low elevations of the interface.
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Property of the floor (or "cold"”) layer gas.
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B. ENTRAINMENT IN FIRE PLUMES
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Fraction of added fuel consurned in the plume.




Chapter 1

INTRODUCTION

The motion of hot combustion products through a burning structure plays a
dominant role in fixing the spread of the fire and the spread of toxic gases. The
first part of this report is concerned with the effect of door geometry on the
rate of turbulent mixing between the hot and cold layers near a doorway. The
second part of the report deals with the entrainment rates in the near fleld of a

buoyant diffusion flame.

1.1. Mixing in Doorway Flows

The motion of gases in a burning room is strongly influenced by the fire size,
room geometry, and the presence of windows, doorways, and other openings.
Fresh air in the floor region is entrained and heated by a buoyant plume pro-
duced by the fire. The hot gases then rise to the top of the room to form a dis-
tinct ceiling layer of hot combustion products. This ceiling layer of hot gases
gradually becomes thicker, then flows out to the adjacent rooms through open
doorways. Fresh air enters the room through the lower part of the door to
replace the air entrained into the plume. Near the doorway, the motion of the
hot gas and fresh air are in opposite directions, and a shear layer is formed
between the two layers. The amount of mixing between the hot gas and fresh air
in the shear layer is controlled largely by inertial and buoyancy forces. As the
temperature in the room increases, the unignited objects in the room begin to
pyrolize and contribute fuel to the ceiling layer. Since the room is evenly
heated, the unburned fuel and objects in the room ignite at about the same
time. This results in the phenomenon known as flashover: a sudden increase in

temperature, a rapid increase in gas production, and an explosive and



spectacular fire growth that consumes the entire room.

During the period prior to flashover, the hot gas layer is usually so sharply
stratiﬁed that the room may be approximated by dividing it into two homogene-
ous regions: the ceiling layer which contains the hot gases, and the floor layer
which contains the cooler gas. Mass and energy conservation equations may
then be applied to each layer to calculate the amount of mixing between the

ceiling and floor layers, and the entrainment of outside air into the room.

The two-layer model for smoke movement was first used by Kawagoe (1858)
who studied the movement of gases through an opening connecting two regions
(i.e., the ambient air region and the room region which was considered to be a
well-mixed, homogeneous region). A few years later, P. H. Thomas, et al (1963)
studied flows in rooms with well-defined stratified hot and cold layers. Other
works which use the model are discussed in papers by Zukoski, et al (1875, 1978,
1979, 1980).

The present investigation is concerned with the measurement of the amount
of hot gas entrained by the fresh air entering through the door. In particular,

the purpose of the experiments is to determine the effect of door geometry and

fire size on the mixing rate. In the experiments, we used a pump and a furnace -

to simulate the entrainment and heating of the fresh air by the fire plume.
Chapter 2 describes the model and the techniques used in calculating the mass
flowrates. Chapter 3 discusses the results obtained for four different door
geometries. The equations used in the calculations are derived in Appendix A

and the data gathered from the experiments are tabulated in Appendix C.




1.2. Entrainment in Fire Plumes

While the turbuleht mixing between the hot and cold layers generated by
presence of doorways accounts for some of the entrainment of lower region air
into the upper layer, the fire plume transports a much larger mass flowrate of
gas into the ceiling layer. The entrainment rate of air into the plume is strongly
dependent on the fire size, fire geometry, and the interface height. Experiments
indicate that the fire plume may be divided into three regions: a region close to
the burner surface where plume entrainment rates are independent of fire size;
a far field region well above the top of the flames where a simple point source
model may be used; and a not so well-defined intermediate region where tur-

bulent flame approximations apply.

In the initial region near the base of the fire, Cetegen (1882) observed that
the entrainment rates are independent of the fuel flowrate and scale with height

above the burner raised to a power of approximately 3/4.

In this report, we describe the plume mass flux measurements in the near
field of axisymmetric diffusion flames. The measurements were made Eby chemi-
cal analysis of the species in the ceiling layer. Chapter 4 describes in detail the
technique and the apparatus used in the experiments. Chapter 5 discusses the
experimental results and compares the results with the theoretical values
obtained from a chemical equilibrium analysis. The equations used in the
experiments are derived in Appendix B, and the experimental data are tabulated

in Appendix D.



Chapter 2 |
ROOM EXPERIMENTAL SETUP

2.1. Experimental Technique and Apparatus

The motion of gases in a burning room is strongly influenced by the fire size,
room geometry, and the presence of windows, doorways, and other openings. We
have investigated the effects of fire size and door geometry on the turbulent
mixing between the hot and cold layers in a half-scale model room, and the
entrainment of outside air into the room. The room model used in our experi-
ments is shown schematically in Figure 2.1. To simulate the fire entrainment._
rate, m, a pump was used to draw room air through the floor and into a fur-
nace where the air was heated to about 180 degrees Celsius. The furnace used
city gas (methane) as fuel. Screens were placed in the furnace to ensure that
the gas was heated uniformly. The walls of the room were well insulated to

minimize heat loss to the surrounding air.

Gas samples fro?h the room were obtained from six probes on an arm that
‘extended across the width of the room. The probe arm could be swung 180
degrees in the horizontai plane, as well as moved in the vertical direction to
reach most parts of the room. Additional probes were also placed in the furnace

and in the ambient air. _

A Beckman Model 864 Nondispersive Infrared Analyzer was used to measure
ther volume concentration of carbon dioxide. The analyzer was calibrated three
times during each run with the use of certified calibration gases obtained from
the Matheson Company. Iron-Constantan thermocouples were used to measure

the gas temperatures.




In the experiments, the interface height was varied by increasing or decreas-
ing the flowrate through the pump (mg), and appropriately adjusting the fuel

flowrate to achieve the desired furnace temperature.

2.2. Mass Transfer Model

To model the mass transfer process, we assume that the room can be
separated into four distinct regions with uniform thermodynamic properties:
the hot layer, the cold layer, the furnace, and the ambient or outside air regions
(Figures 2.2a,b). Then by applying mass balance equations to each region. the

following mass flow relations can be obtained (see Appendix A):

(Ko = K )z + (Ks — Ka)Rs

y = 2.1
Mp X, — K. (2.1)
My =Mz ~ My + M) (2.2)

. ms(Kn — K3)

= 2.3
'nu Kc - Kh ( )
My = Ty + Mp — M (2.4)

where m,, is the mass flow of hot layer gas leaving the room through the door;
m,. the mass flow of ambient outside air entering the room through the door;
., the mass flow of cold layer gas entrained into the hot layer; and my the mass
flow of hot layer gas entrained into the cold layer. Here m; is the floor suction
rate, and mgs is the mass flowrate of gas leaving the furnace. K, is the mole
fraction of CO; in the hot layer; K; the mole fraction in the cold layer; K3 the
mole fraction of the hot gas leaving the furnace; and K. is the mole fraction of

CO; in the ambient air.



The following quantities were measured in the experiments: mg, m,, K,, XK.,
Ks. and K.. These data and the above equations were then used to estimate the

values of m,,, M, My, and m‘ The derivations of the above equations are

presented in Appendix A.

2.3. Determination of Interface Height

Since the shear layer that separates the ceiling and floor layers has a finite
thickness, the interface height is not clearly defined. In the experiments, we
chose to base the interface height on both the temperature and carbon dioxide
concentration profiles in the room. The interface height, ;. is defined to be the

height where

T(y)—Ta and K(y) - K.

Te - T K, — K.  cuals

NIH

T(y) and K(y) are the temperature and mole fraction of CO; measured y
inches from the floor; T. the temperature of the ambient air outside the room;
and T3 the furnace témperature. For cases where f.he two heights did not coin-
cide, the average value was used. This arbitrarily defined interface height, ¥;,
was used to calculate the average velocity, U,.. of the ambient air entering
through the door. Both terms appear in the definition of the overall Richar&son

E

number.

2.4. The Richardson Number
The Richardson number is a measure of the stability of flows with density

variations. It is a dimensionless number and is equal to the ratio of the buoy-

ancy force and the momentum flux, i.e.,




. _ Bpgl
Ry = O (2.5)

where L is a characteristic length: p the density; g the gravitational constant;
and U a characteristic velocity. The mixing process is suppressed by the gravi-
tational forces when the momentum of the gases is small enough, i.e, at large
Ri, values. On the other hand, at low values of R4, considerable mixing between
the two layers occurs. Since Eq. 2.5 describes the entire flow, Ri, is called the

"overall” Richardson number.

A 'local” Richardson number, which represents the stability of the layers at a

given cross section in the room, is defined by

(2.8)

where 8p/8y and du/8y are the local density and velocity gradients respectively.

From the experimental results, we have found that the mass transfer rates in
the room correlate very well when plotted agzainst an overall Richardson number
that uses the interface height as the characteristic length and the average
inflow velocity of fresh air into the room as the characteristic velocity. This
form for Ri, was derived from an assumption that the fresh air entered the
room like a wall jet with a mixing layer separating the hot and cold layers (Fig-
ure 2.3). The mixing layer will grow with z and reach a stable thickness at a
critical local Richardson number, (R ). Beyond this point there is no mixing

between the hot and cold layers (see Section 3.2).



2.5. Room Flow Patterns A

The flow fleld within the room is_ske_tched in Figure 2.3 where the flow is
shown in two views. In the first, the viewing plane is the vertical plane perpen-
dicular to the floor and including the Vcen't“erliine of the room and the door. The
mixing (or shear) layer, which forms between the cool incoming flow and the hot
ceiling gas, grows due to turbulent mixing up to a critical point, z.,. Beyond this
point, the effects of buoyancy are strongrenough to suppress the mixing and
entrainment processes, and the mass flux into the mixing layer stops. However,
the layer does continue to move toward the back wall of the room and will even-
tually reach that wall and form a stagnation point flow in that impingement
region. Thus, more mixing can occur there. Finally, the velocity profile in the

cold jet will be affected by friction at the floor.

The second view in Figure 2.3 describes the flow in a plane parallel to the floor
and slightly elevated above it. Mixing layers form between the cool jet of fresh
" air entering the through the door and the recirculating flows in the corners.
Clearly, there will be a strong exchange between the cool gas in the door jet and
the gas in the recirculation region. This exchange occurs as a result of entrain-
ment along the shear layer, shown in this second view, and from the recircula-
tion of shear layer gas required to supply material lost from the recirculation
zone due to the entrainment process. In addition, hot gas from the ceiling layer
will be entrained into this region across a horizontal surface which lies between

the recirculation zene and the ceiling layer.

- In the above picture, we assumed that the fluid velocities in the hot upper
layer were negligible. In flow visualization experiments conducted in a salt water
room model, Tangren, et. al. (1978) observed the existence of several
counterflowing sublayers present in the ceiling layer. The flow in the upper layer

is therefore very complicated and not well understood at the present time.
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Because of the complex nature of the ceiling layer, we are forced to ignore the

influence of currents present in that layer.
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Chapter 3

ROOM EXPERIMENTAL RESULTS

To determine the accuracy of the two-layer approximation, temperature
measurements were made at various locations in the room (Figure 3.1). The
measurements show that the vertical temperature profiles do not vary
significantly in the room. Comparing the temperature profiles at corners s atid
E. it is observed that the temperature at the corner near the door (A) is about
10 to 20 degrees higher than in the corner near the furnace exit (E). Along the
centerline (locations C,D.E), the temperature variation is less than 10 degrees
Celsius. It may then be concluded that the room may be accurately approxi-
mated by the two-layer model. In the following experiments, we placed the
probe in the center of the room and assumed that the vertical temperature and
carbon dioxide profiles measured in the center of the room represent the aver-

age properties of the room gas.

Temperature and carbon dioxide concentration profiles in the -center of the
room were obtained for the following door geometries: 12'x39", 18'x39", 18"x24",
and 12'x26" (width x height) doors. The temperatﬁre profile was used to esti-
mate the density gradients, and the CO, profile was used to calculate the mass

transfer rates.

3.1. Effect of Floor Suction Rate

We have studied the case where the furnace ;temperature was set at approxi-
mately 160 °C while the floor suction rate was varied from 0.03 kg/s to 0.20
kg/s. Typical temperature and carbon dioxide concentration profiles for low
and high values of m, are shown in Figure 3.2. For low values of m,, the inter-

face is well above the floor and the carbon dioxide concentrations in the hot and
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cold layers are sharply separated by a thin shear layer. For large values of m,,
the interface is drawn very close to the floor and the boundary between shear
layer and the cold layer becomes indistinguishable. It is also observed that for
high interface heights, the temperature and the carbon dioxide profiles differ in
shape in the hot layer but have a similar shape in the cold layer. On the other
hand, when the interface is very close to the floor, both profiles have very simi-
lar shapes. Figure 3.3 is a dimensionless plot of Figure 3.2(a) where the ambient
end furnace properties are used to normalize the temperature and carbon diox-
ide concentrations in the room. Figure 3.3 also demonstrates how we defined

the interface height, Y;.

3.1.1. Temperature Profiles. A comparison of Figures 3.2(a) and 3.2(b)
shows that the slopes of the temperature profiles in the the shear layer do notﬂ
change with interface height. Figure 3.4(a) shows the result when the dimen-
sionless temperature profiles for the 12'x39" door are plotted as a function of
distance from the interface for various values of m,. As expected, the dimen-
sionless temperature profiles agree very well within the shear layer, but it is
surprising that the profiles are also similar outside the shear layer. Figure
3.5(a) shows the temperature profiles when the door is widened.. Again the

profiles agree very well within and outside the shear layer.

Figure Sis(a) shows the temperature profiles for the 12"x26" door which has
the same aspect ratio as the 18"x39" door. Again the profile shapes are similar
but the shape is substantially different from the profiles in Figures 3.4(a) and
3.5(a).

Figure 3.7(2) shows the profiles for the 18"x24" door. For low values of m,,
the profiles are similar to those of the 12"x26" door. But when the floor suction
rate is increased, the profiles become more similar to that of the 18'x39" and

12'x39" doors; i.e., the temperature distribution in the hot layer becomes more
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uniform as rg is increased.

3.1.2. Chrbgv't' Diozide Concentration Profiles. Although the temperature
profiles show good correlation when plotted against distance from the interface,
the carbon dioxide c’oncent.ration profiles are not similar to each other as is
shown in Figure 3.4(b). This is because the slopes of the profiles are an indica-
tion'of the amount of mixing between the hot and cold layers and, hence, we do
not expect the slopes to be independent of m,. Figure 3.4(c) gives a clearer view
of the eflect of changing M. As mg is increased, the interface is drawn closer to
the floor énd the shear layer becomes thicker. Figures 3.5(b), 3.8(b), and 3.7(b)
show the profiles for the other door geometries. Unlike the temperature
profiles, the carbon dioxide concentration in the hot layer is constant regardless
of door geometry. The difference between the shapes of the temperature and
CO, profiles may be attributed to the fact that the mass transfer and heat
transfer processes are not similar; the heat transfer from the hot gas occurs
along the wafls of the room as well as through the shear layer, while the mass
transfer process between the hot gas and fresh air is essentially confined to the

thin shear layer.

3.1.3. Miring between the Hot and Cold Layers. For a given floor suction
rate, the effect of decreasing the door area (lowering and/or narrowing the
door) is to lower the interface and increase the velocity of tt:e inflowing fresh
air. This translates into a higher mixing rate in the room (see Table 3.1 on the
following page). It is observed from Table 3.1 that the door height has a much

stronger influence on the mixing rate and interface height than the door width.

The mixing process is dependent upon the Richardson number which was dis-
cussed in section 2.4. (In our experiments. the Reynolds number of the
inflowing fresh air ranged from 5000 to 20,000: the flow is therefore turbulent

and Reynolds number effects may be neglected.) From the experimental results,
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Table 3.1. Effect of Door Geometry on the Mixing Rate

ma Door Geometry Y, mgy/Mme
18" x 39" 19.7in. | 0.113
0.146 kg/s 12" x 39" 13.7in. | 0.180
18" x 24" 6.5 in. 0.373
18" x 39" 27.0in. 0.015
0.087 kg/s 12" x 39" 25.4in. | 0.017
18" x 24" 13.2in. 0.104

we have found that the mixing rates correlated well when plotted against an
overall Richardson number that has the interface height as the characteristic
length and the inflow velocity of fresh air as the characteristic velocity. We pro-

pose that the appropriate form for the Richardson number is
: BpgYy )
Ry = ——— 3.1
L P= Uﬂ (8.1)

where ¥; is the interface height (sce section 2.3), Ap is p = pa. the difference in

density of the cold and hot layers, and U, is the average inflow veloéity of fresh
air through the door. If the pressure and molecular weight of the gas in the
-room are assumed to be nearly equal to the ambient pressure and molecular
weight, the densities p;, and p, can be calculated by measuring the appropriate

temperatures, i.e,,
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P- P T, 1T,

N (3.2)

The inflow velocity U, is estimated with the use of the the inflow mass ﬁowrate.r '

vy the interface height, Y;; and the door width, &.

'hlc
Uy =

= pobY (3.3)

Experimental values of the ratio of the cold layer entrainment rate, m., to
the floor suction rate, mg, are shown in Figure 3.8 as a function of Ri; 17 tor the
four different door geometries used in the experiments. The experimental curve
from a salt water model used by Tangren, et. al. (1978) is also shown in Figﬁre
3.8 as a comparison with our gas model. The salt water technique is based on
the use of water to model the unheated fluid medium and a flow of salt brine to
represent the heat source. The salt water experiments were conducted in a 38
cm. x 38 cm. x 38 cm. room with a 4.6 cm. wide x 10 cm. high door. The fresh
water to salt water density ratio was about 0.9. From Figure 3.8, we see that the
mixing between the two layers is five times greater in the gas model than in the
salt water model for a given value of Ri,. It must be noted that the salt water
technique ignores the effects of heat transfer and is accurate only for extremely
weak fires. The salt water model simulates the mass transfer rates in an isoth-
ermal room, while in our experiments the mass transfer process is inherently
connected with the temperaturé distribution in the room. For example, when
rthe hot gas cools along the walls, the resulting denser gas flows down the wall
into the mixing layer; this form of mass transfer is not present in the isother-

mal salt water experiment.
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Two questions may arise concerning Figure 3.8: First, in the definition of the
Richardson number, why did we use the interface height and the inflow velbcity
as the characteristic properties of the entire flow? Several different forms for
the Richardson number were tried, and it was found (by trial and error) that Eq.
3.1 gave the best correlation for the data; we really have not presented any evi-
dence that Eq. 3.1 is indeed the appropriate form for Ri,. Second, because the
door and room geometries are certainly important parameters, we question how
do these parameters affect the mixing rates? In Figure 3.8, we note that that
the spread of the data points may be reduced by multiplying 1/~/Ki;, by b/W,
where b is the door width and ¥ is the room width (= 48 in. for our experi-
ments). In fact, since (b/F) is about 0.3 for our gas experiments and about
0.12 for the salt water experiments, multiplying 1/vR%, by the parameter b/¥W
would reduce significantly the large difference between the salt water and gas
experimental data.m Figure 3.8. In the next section, we will present a simple
entrainment model in which we will make an attempt to find the exact relation-

ship between the mixing rates and the parameters /i,, b, and ¥.

3.2. Entrainment Model

As was pointed out in Sec. 2.5, the flow under stﬁ‘dy is clearly a very covmplex
one, even when we ignore the currents which are present in the ceiling layer.
The analysis which follows is more in the nature of a complex dimensional
analysis than an attempt to derive flow properties from first principles. Our aim
is to develop the scaling parameters in a rational manner. The analysis ignores
the influence of the counterflowing jets at the door and the mixing in the

impingement region near the back wall opposite the door.

The relationship between the mixing rates and R%{, may be derived from an
assumption that the fresh air enters the room like a turbulent wall jet with a

mixing layer separating the hot and cold layers (Figure 2.3). This mixing layer
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will érov; with z (the distance normal to the door) and reach a stable thickness
at a cr_it.l,cql local Richardson number, (Ri;)e ® 0.25 (Scotti & Corcos 1872).
(The term 'local Richardson number" refers to the gradient Richardson number
at the ’h}terface: see section 2.4.) Beyond this point there is no mixing between
the hot and cold layers.

The jet may then be divided into two distinct regions: the 'supercritical”
region where the flow is independent of the downstream conditions and has
.gntrainment characteristics similar to a neutral wall jet; and the "subcritical”
regioh where grévitational forces suppress the mixing between the hot and cold
layers. The supercritical and subcritical regions are separated by a not well-
defined "hydraulic (or density) jump” region which is characterized by the break-

ing of internal waves and reverse flow (Chu & Vanvari 1976).

Behind the door, there is a recirculation region ‘which actively exchanges
material with both the hot layer and the door jet (Fig. 2.3). Since the flow is
steady. the amount of hot layer gas entrained into the recirculation region is
equal to the amount of material lost to the door jét. In other words, the door jet
is entraining hot layer gas indirectly through the recirculation region. As far as
the entrainment process is concerned, it follows then that we may approximate
the actual three-dimensional jet whose width varies with z by an "equivalent”
two-dimensional jet with a width equal to that of the room. Instead of an initial
jet velocity of U,.. the equivalent two-dimensional jet will have an initial velocity
of Uycb/W. This is equivalent to saying that the jet expands suddenly and
instantaneously from an initial width of b (the door width) to a final width of ¥
(the room width). It must be noted that this assumption is a rather drastic

simplification of the actual flow.

The basic assumption of the following analysis is that the entrainment

characteristics of the inflowing fresh air is similar to that of a two-dimensional
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wall jet flowing under a semi-infinite layer of lighter gas; f.e., wall effects and the
velocity of the hot layer gas are taken to be negligible. Taylor's entrainment
hypothesis (Morton, et. al. 1856) states that the local entrainment rate into a jet
is proportional to the local maximum velocity and the local entrainment

coefficient, i.e.,

BZ). - oy E(RS) Unualz) W (3.4)

where my(z) is the mass flowrate of hot layer gas entrained into the mixing
layer from the door (z = 0) to station z (the z-axis is the axis normal to the
plane of the door); E(Ri;) is the local entrainment coefficient; and Upme(z) is

the local maximum velocity of the two-dimensional wall jet.

The entrainment coefficient, £, is a function of the local Richardson number
and a function of z since Riy = Ri;(z) (Ellison & Turner 1959). As a first

approximation, we will use a simple power law relation between £ and z:
[ z "
E(Z) = Eoll - (35)
Zer

where z, is defined by Ri;(z,) = (Riz)e. and: Eq and n are constants to be
determined experimentally. For neutral (constant density) wall jets,

E{z) = Eg = constant. From the experimental data of Chu & Vanvari (1976), we

[ . 2
E(Riy) » 0.036{1 - (7?%:] )

If we assume that Ri;(z) x z (Scotti & Corcos 1972), the constants £y and n in

found that
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Eq. 3.5 are 0.036 and 2 respectively.

Since we have not made any measurements of the velocity proﬂle_s in the
room, we do not know the exact relation between Umaxy and z. To complicate the |
problem, the jet may be divided into three regions with a different relationship.
between Up,, and z for each region (Abramovich 1963): (1) t.,h'e near field
(potential core) region where Upyy = constant; (2) the far field (self-preserving)
region where Upyy xz™™, n > 0; and (3) a transition region between the near
field and far field, usually between 5 and 15 diameters downstream of the jet
exit. With few exceptions, most of our entrainment data fall within the transi-
tion region. However, we are able to avoid the problems involﬁéd in using Upgy
by introducing an alternate velocity scale based on the momentum of the jet

(see Appendix A.2):

m(z) U'(z) = e Uy o (3.6)

where U’(z) is the new velocity scale; m,. U,. is the initial jet momentum;
m(z) = m,; + mg(z). the total mass flow at station z; b is the door width; and W
is the room width. The term (m, Uy )(6/F) is‘ihe momentum of the jei after
the loss due to the sudden expansion of the jet width (trom b to ¥) has been
taken into account. The basic assumption of Eq. 3.6 is that the total momentum
of the jet does not vary significantly in the supercritical (momentum-
dominated) regioh where the entrainment process-takes place, i.e., we have
assumed that the losses due to the presence of pressure gradients and wall fric-
tion are negligible compared to (rﬁ,, U,)(b/F). In the far field region, Upg,
may be shown to be related to U” by (see Appendix A3)
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mlc Ulc _b__

Uma(z) = 41 U°(2) = 4, iy, + mag(z) ¥

(3.7)

where A, is a constant which must be determined experimentally. After substi-

tuting Eqs. 3.3, 3.5, 3.8 and 3.7 into Eq. 3.4, we have

g (z) d(mg(z)/me) _ al =z
. +1] d(z/Y,) 'AIEOP- 1";'07] . (3.8)

This equation is valid for the self-preserving region of a turbulent, two-
dimensional, constant momentum jet. Note that, since U’ -+ (b/W)U,. as
z » 0, the solution to Eq. 3.8 may extend as far upstream as the near field
(potential core) region. If we assume that buoyancy eflects prevent mixing for
z > z., the total entrainment rate, my = my(z.,), can be found by integrating

Eq.3Bfromz =0toz =z,

(3.9)

1] e
zlmx m. ‘n+1p.

+7hd =4 Eo - pn | 2o
| %

The critical length, z,.., may be calculated from the definition of the critical

local Richardson number, (Ri;)e :

i1
(Riz)er = Riz(ze) = v . (3.10)

To evaluate the right hand side of Eq. 3.10, we will make the following approxi-

mations for the density gradient:



_1agl 1 Pe=Pn _ 1 Bp
- ' [ p Oy v-Y‘~ é6z) pa 6(z) pa (3.11)

" where 6(z) is the thickness of the mixing layer at station z. For the velocity

gradient, we assume that (cf. Chu & Vanvari 1976)

-1 Umax(z)
[Oy = (3.12)

For the growth rate of the mixing layer, we will assume that (Abramovich 1963):

6(z) = A2z (z < z; ) (3.13)

where A; is approximately 0.23 for two-layer stratified flows with a density ratio
of about 1.4 (Abramovich 1963). After substituting Eqs. 3.11 to 3.13 into 3.10

and using Eq. 3.7 to evaluate Up,y. We have

Apg 6(zcp)

Fider = DT ()

Apg Ao Zcy

= - . 3.14
on A g' myc Use b ¢ ( : )
h my + Tig(Zer) L4 !

Eq. (3.14) may then be rearranged to find %f—'—:
1§
[4,2 2 ‘[ ]z :
Ter 1 . Prn 1 b 1 Mic
——= | 5—(R%;) - . : 3.15
Y; l 2 GP-IW R"o][mu+m.4(:,,)] (8.15)
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where. Ri, is the overall Richardson number defined in Eq. 3.1. The equation for
the entrainment rate into the cold layer is finally obtained by substituting Eq.
3.15 into Eq. 3.8:

[y (myg )2 mg |l hg |°
l-l—- .‘]+ 4 ll+',n" = AF? (3.16a)
g |m,, m,c LU ST
where
A= A0 (Riz) 3.16b
. Az n + 1 er ( 1 )
_enb 1
F = o W TR (3.16c)

Using the relationship suggested by Eq. 3.16, the experimental data are replot-
ted in Figure 3.9. From our data, we found the mean value of the empirical con-

stant 4 to be 11.7 + 5.3. When we use the mean value of 4, Eq. 3.16a becomes

[ 2 . [ . 2
l [ ] + '."‘J 14 ',n‘ ] = 11.7F% (3.17)
M m,

m“;]

E

This is the equation of solid line shown in Figure 3.9. Despite the large deviation
of the empirical constant, 4, which is attributable to the numerous simplifying
assumptions we had made, our simple analysis accurately predicts the shape of
the curve. Our analysis did not take into account the following: (1) three-
dimensional effects (see, for example, Sforza & Herbst 1970); this would mean
that the maximum velocity decay, Ugay. the entrainment coefficient, £, and the
rate of growth of the mixing layer layer may be functions of the door geometry:

(2) the presence of the wall normal to the flow has not been taken into account,
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i.e., we have not considered the effect of the jet impinging on the wall; (3) the
losses due to the presence of wall friction and pressure grgdie;t;_ in the room
may be-large in certain portions of the room; this is certainly true farrdown.
stream of the door where the influence of the wall boundary layer and wall heat

transfer are no longer negligible: (4) effect of a counterflowing hot layer.

We can estimate the value of 4, from our data with the aid of the following
relationships obtained from the literature: (1) for the critical Richardson
number: (Riz), ™ 0.25 (Scotti & Corcos 1972); (2) fbr the‘ entrainment
coefficient: Eq® 0.036 and n ® 2 (Chu & Vanvari 1976): (3) for the growth rate
of the mixing layer: A; ® 0.23 (Abramovich 1963). With these relationships, we
found the mean value of the empirical constant 4, to be 9.48 + 1.37 for our
range of experiments. T.he value of A, is dependent on the shape of the velocity
profile; as a comparison, A, is approximately 1.4 for a Gaussian velocity profile

(see Appendix A.3).

3.3. Effect of Furnace Temperature
To determine the effect of the magnitude of the furnace temperature, we ran
a series of experiments in which the floor suction rate, e, was held constant

while the furnace temperature was varied.

The temperatdre and carbon dioxide concentration profiles for the 12'x26"
door are presented in Figure 3.10. As the furnace temperature is decreased the
temperat\.;re gradient in the hot layer is reduced, and the temperature and car-
bon dioxide concentration profile shapes beccme more and more similar. 1t is
interesting to note that, e\;en though the maximum temperature in the hot
layer was lowered from 150 °C to 65 °C, the temperatures in the cold layer did
not change significantly. The carbon dioxide profiles show a similar behavior.
This phenomenon can be explained by the fact that reducing the temperature of

the hot gas will reduce the buoyant energy of the hot layer and hence incr;ease
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the rate of mixing between the hot and cold layers. Apparently, the increase in
mixing rates is just enough to keep the temperature and carbon dioxide concen-
trations in the cold layer constant. The mixing rates versus Richardson number
are plotted in Figures 3.8 and 3.9 as a comparison with the previous results
where the furnace temperature was held constant. The data agree very well, and
it is observed that the mixing rate increased by a factor of 2.3 when the furnace
temperature was reduced by a factor of 1.3. Note that the correlation between
the 12'x26" door data points in Figure 3.9 is much better than in Figure 3.8.
This suggests that the density ratio, pp/pa. is an important factor in Eq. 3.18. To
summarize: the mixing rate between the hot and cold layers is strongly
influenced by the ratios b/# and p),/p. in addition to the overall Richardson

number defined by Eq. 3.1. -

Figure 3.10{c) shows the dimensionless temperature as a function of distance
from the interface. As in the case where we held the furnace temperature con-
stant (Figure 3.6{a)). the profiles are similar in shape for furnace temperatures

above 67 °C.
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" Legend for Figures 3.4 (a.b.c)

Symbol wg kgAs Y.in  Run

0.188 7.0 41
0.147 13.7 39
0.112 17.8 42
0.100 1.l 43
0.068 5.4 38

0.044 31.2 40

o O4}4d 4+ D O
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Legend for Figures 3.5 (a.b)

Symbol i kgA Y. in Run

0.200 11.6 31
0.186 14.0 28
0.176 14.9 26
0.185 17.3 30
0.146 19.7 25

0.076 276 24

+ o044 b OO0

0.037 34.3 29
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Symbol rhp. kgA  Y.in.  Run
©) 0.094 7.2 49
O 0.078 0.1 47
0] 0.067 110 44
v 0.057 134 48
O 0.044 16.4 45
A 0.033 187 48
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Legend for Figures 3.7 (a.b)
Symbol wa; kgA ¥ in  Rup
A 0.208 43 3¢
v 0.146 65 38
0 0.067 110 32
O 0.067 132 35
O 0.050 158 37
0O 0.030 182 33
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Legend for Figures 3.10 (a,b.c)

Symbol 75.°C _¥.in. Run

O 188 134 48
B! 131 120 50
A 88 103 52
O

87 8.0 53

mz = 0.057 kg/s
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Chapter 4
ENTRAINMENT IN FIRE PLUMES

4.1. Experimental Technique and Apparatus

The primary purposes of the experiment are to measure the air entrainment
rates, mpg, in the near fleld of 2 buoyant diffusion flame where the interface
height is below the top of the flames and to determine the chemical composition
of the product gas in the hot layer above the interface. The entrainment rates
and the gas composition are expressed as functions of the interface height, Z;;
heat release rate, Q,; and the initial fire geometry, D. A 0.18 m. diameter stain-
less steel burner was used in all the experiments. This experiment is an exten-

sion of the work done by Cetegen (1982).

The method used to measure the mass flow fates in the near field of the fire
plume was based upon measuring the fuel flow rate and the mole fractions of
combustion products taken from a small hood. The apparatus used in the
experiments is shown in Figure 4.1. The burner is under a 1.2 meter cubical
hood which is inside a much larger hood. The small hood is made out of steel
and is lowered upon the fire by a pulley mechanism. The large hood dimensions
are 2.4x2.4x1.56 m. deep; it is made out of steel and insulated with 10 em. thick

glasswool.

The hot gas was allowed to spill out under the edges of the bottom side of the
small hood and up into the large hood where an exhaust fan was‘used to remove
the gas from the laboratory. Two layers of 16x18 mesh screens made of 0.05 cm
diameter wire were placed around the large hood so as to reduce the distur-

bances present in the laboratory air as this gas was sucked into the plume by




the entrainment process. The location of the hot-cold gas interface was deter-

mined by a shadowgraph system.

A sample of combustion products was withdrawn from inside the small hood
at a rate of about 1.25 liters/minute through a 6.4 mm. diameter stainless-steel
tube. An aspirated chromel-alumel thermocouple with a radiation shield was
placed at the entrance of the probe to measure the incoming gas temperature.
The sample was first sent through two cold (ice) baths to remove the moisture,
then filtered to remove the particulates in the gas stream. The sample was then
sent through a Beckman Model 864 Nondispersive Infrared CO;, analyzer, a Beck-
man Model 400 Flame Ionization Hydrocarbon (CH,) analyzer, a Beckman Model
755 Oz analyzer, and an Anarad Model AR-600 Infrared CO analyzer. The
analyzers would then give the mole fractions of CO; CO, O;, and CH, in the

dried sample.

By assuming that the sample was completely free of water vapor and solid
carbon (soot), the measured mole fractions of COp, CO, O;, and CH, were used
(by mass balance) to calculate the actual mole fractions of CO;, CO, Oz, CH,. N3,
Hz, and H,0. The equivalence ratio, ¢, was then computed along with the

entrainment rate, mg.

The fuel used in the experiments was city gas (methane) taken without pro-
cessing from the Southern California Gas Company mains. The lower heating
value of the methane fuel is about 47.5 MJ/4Ag and the density is about
0.72 kg /m? at 20 degrees Celsius and one atmosphere. A Meriam laminar flowm-

eter was used to measure the volume flow rate of the fuel.

The fuel was fed into the flame after passing through a porous bed of spheri-
cal glass beads, whose surface was made flat and flush with the metal edge of

the burner. The burner used in the experiments had a diameter of 0.19 m. and
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had a § cm. thick layer of 8.3 mm. diameter glass beads. The burner-hood set-
up described above is identical to the one used by Cetegen (1982) in his experi-

ments.

4.2. Calculation of Species Concentrations

The combustion of methane in the presence of z moles of excess air can be

written as

[CH4 +(2+2)(0p + 3.76N,)] - {nco'COz + nepCO +

+ ncH‘CH. + ‘n.o'Og + nH.onO + ﬂH.H2 + ﬂN'Ng + ﬂcC] (4,1)

where mng represents the number of moles of species i per mole of CH, fuel
input. The air entrainment rate can then be calculated if the composition of- the

products is known.

In our experiments, the concentrations of CH,, COg, CO, and O; in a dried
sample were measured, and the concentration of solid carbon (soot) was
assumed to be neghglble To calculate the mole fractions of the other species,
mass balance equations were written for each of the elements 0,C,H,and N.
Then by manipulating the equations, we were able to obtain the following equa-
tions for the cqncentrations of the other species in the dried sample (see Appen-

dix B):

ey oy -3Y, - —2—
sz- WYCH‘ SYCO' 2Yco 3}'0! py— +1 (4.2)

[
1
Yheo = zlmyx, - Yeo, — Yo,] - Yeo (4.3)
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_ 2
Yy, = m- 2Yen, = Yu,0 (4.4)

where Y, is the mole fraction of species 1 in the dried sample, and Nygmps is the

total number of moles in the dried sample per mole of CH, fuel input, i.e.,

N,Wu = Nco, + neo + Nex, + Mo, + Ny, + Ty,

and it may be shown that

Nnmpla : (4-5)

_ =Yco,+Ym+Ycu.'

It must be noted that since water vapor was not present in the analyzed sample,

the term Yg,o0 does not represent the mole fraction of water vapor in the sam-
ple. The term Yg,0 is simply defined to be the ratio of the number of moles of
water in the initial sample, ny,0. to the total number of moles in the dried sam-

ple.

To obtain the actual mole fractions of the species in the ceiling layer, the

sample mole fractions, Y, must be multiplied by the factor I——;—l}—,——— Thus,
Hga0
- Y
%= 1+ YH;D (4'6)

where Y, is the actual mole fraction of species i in the ceiling layer.

Finally, the equivalence ratio, ¢, of the reactants is given by
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P4z T Yo Nerga (4.7)

The equivalence ratio is defined to be the fuel-air ratio divided by the

stoichiometric fuel-air ratio (= 0.056 for methane fuel).
The derivations of the above equations are presented in Appendix B.

4.3. Calculation of Air Entrainment Rates

The air entrainment rate into the plume is given by

[
mg = l 17"’16 my ) (4.8)
and the plume mass flowrate into the hood is
My, = Mg + My (4.9)

where m, is the mass flowrate of fuel.

4.4. The CEC72 Program '

The theoretical composition of products was obtained through the use of the
"CEC72 (Chemical Equilibrium Calculation)” computer program developed at the
NASA Lewis Research Center by S. Gordon and B.J. McBride (1976). Briefly, the
program can be used to calculate equilibrium composition of a mixture for
assigned thermodynamic states. The thermodynamic states were assigned by

specifying two thermodynamic state functions: temperature and pressure.

The program uses the ideal gas law as the equation of state for the mixture.

The analysis assumes that interactions between phases are negligible. In the

L ]
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event that condensed species are present, it {s assumed that the condensed
species occupies a negligible volume and exerts a negligible pressure compared

to the gaseous species.

A free-energy minimization technique is used by the program to determine
the equilibriumm composition. The program considers gaseous species, con-
densed species, and ions. With a few exceptions, the thermodynamic data (eg.,

heats of formation) are taken from the JANAF Thermochemical Tables.
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Chapter 5

FIRE PLUME EXPERIMENTAL RESULTS

Measurements of the plume entrainment rates in the near field of a buoyant
methane diffusion flame were made for interface heights of 0.01 m., 0.07 m., 0.10
m., and 0.23 m. above a 0.18 m. diameter burner. The entrainment measure-
ments were made by analyzing the composition of the combustion products in
the ceiling layer. In calculating the species concentrations, it was assumed that

the solid carbon concentration was negligible in our experiments.

A problem that arose in the initial experiments was that the water vapor in'
the sample was not completely removed — water was observed to be condensing
downstream of the pump. The problem was that the mole fraction of water
vapor in the sample must be known in order to solve our system of equations. A
non-zero value for the mole fraction of water vapor in the sample would make
ou; estimates of the actual water vapor concentrations too high. The problem
was eliminated in subsequent experiments by the addition of anoether cold bath
downstream of the pump. Tests for leaks in the system were made by sending
pure nitrogen into the sampling system and using the analyzers to detect any
leal; in the system by measuring the oxygen concentration of the gas at the

detection station.

It was found that the temperature and species concentrations in the hood did
not vary signiﬁ'cantly with the vertical probe location as long as the probe was
well away from the flame plume (see Table 5.1). Using this fact, the probe was
placed in a corner half way between the top and lower edges of the hood. The
temperature and species concentrations measured at this position were

assumed to be representative of the properties of the combustion products.



Figure 5.1 shows the equivalence ratio, ¢, as a function of the heat release
rates, é,. for four inter-fa_cg r‘heights. For aigiven fuel flow rate, lowering the
interface results in a higher équivalence ratio. This is because the air entrain-
ment rate into the plume is proportional to the interface height, and lowering
the interface will decreasé the amount of oxygen available for combustion. The

measured values of this air entrainment rate will be discussed in the section 5.3.

Figure 5.2 shows the average temperature of the ceiling layer gas, T), as a
function of the equivalence ratio of the reactants. For ¢ < 1, the gas tempera-
ture increases linearly with equivalence ratio for a fixed interface height. But as
the fuel-air ratio is increased above the stoichiometric value (¢ > 1), the tem-
perature reaches a maximum value. This implies that the air'entrainment rate
in the near field of a fire plume is independent of the fire size since the heat
release is limited by the amount of oxygen available for combustion. Lowering
the interface decreases the amount of oxygen available for combustion and

therefore reduces the maximum temperature in the hood.

To summarize: For a fixed fuel flow rate, reducing the interface height resuits
ina lov»;er gas temperature and a higher equivalence ratio. This result can be
explained by the fact that the amount of fuel consumed (and hence the heat
released) is strongly dependent upon the mass flowrate of oxygen entrained into
the plume. This fact is important since, theoretically, the equilibrium comf;osi-
tion of a mixture is a strong function of the equilibrium temperature of the mix-
ture. in the next section, we will compare the species concentrations measured
in our experiments with the theoretical values obtained from the CEC72 com-

puter program written by Gordon and McBride (1976).
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5.1. Species Concentrations

Figures 5.3 io 5.9 show the estimated species concentrations in the hood as a
function of the equivalence ratio. The plots also compare the experimental data
with the theoretical equilibrium composition obtained from the CEC72 computer
program. The results show that the measured CO;, CO, O, and CH, concentra-
tions are almost independent of the gas temperatures while the H,0 and H,
data points show a great deal of scatter. When ¢ is less than 0.7, the estimated
concentrations of the incomplete combustion products, CO and CH,, are negligi-
ble but the concentration of Hg is quite high. The diflerences between the
experimental and theoretical values may be due to: (1) the accuracy of the
instruments; (2) our assumption of negligible soot formation: (3) equilibrium

not being established in-the hood.

5.1.1. Sensitivity of Calculations. The accuracies of the instruments are:

Yco, £ 0.005, Yp, + 0.005, Yey, + 0.001. and Yo + 0.0005. To test the sensi-

tivity of the calculations, the measured mole fractions of CO;, 0,. and CH, were
varied by + 0.005. The error bars in Figures 5.3 to 5.9 show the range of values
when this was done. The results show that the equivalence ratio and the mole
fractions of CO, 0, CO, and CH, are moderately sensitive to changes in the
measured data. On the other hand, the calculated mole fractions of H; and H,0

have a very large range of values. The fact that the YH. and fy.g are very sensi-

tive to the accuracy of the measurements could explain the large scatter in Fig-

ures 5.7 and 5.8

5.1.2. The Concentration of Solid Carbon. In making the calculations, we had
assumed that the concentration of soot was negligible to the other species con-
centrations. Figure 5.10 is a plot of the theoretical solid carbon concentration
obtained from the CEC72 computer program as a function of the equilibrium

temperature. The plot shows that the equilibrium concentration of solid carbon
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is a strong function of the equilibrium temperature and becomes negligible at
very high temperatures. In our experiments, the temperature range was
approximately from 500 to 900 degrees Kelvin, and the maximum equivalence
ratio was approximately 2.5. From Figure 5.10, the highest solid carbon concen-
tration in our experiments would be about 0.06. So the mazimum error result-
ing from the assumption of negligible solid carbon is approximately 8% for our
experiments. Since the calculated mole fractions of H; and HO are very sensi-
tive to small changes in the measured data, this error is enough to create a con-

siderable amount of scatter in the data.

5.1.3. Effect of Equilibrium Temperature. For ¢ > 1 the theoretical equili-
brium species concentrations are strong functions of the equilibrium tempera-
ture. Figures 5.11 to 5.15 show the theoretical species concentrations as a func-
tion of equilibrium temperature. It is observed that a species may have the
same concentration at two different temperatures. Care should therefore be
used in comparing the experimental data with the theoretical curves in Figures
5.3 to 5.10 because the theoretical curves may cross or even overlap each other.
Figure 5.13 shows that the theoretical concentration of methane vanishes at 300
degrees Kelvin even in fuel-rich mixtures. This error results from Vt.he assump-
tion in the equilibrium analysis that the condensed species (water) occupies a
negligible volurme and exerts a negligible pressure compared to the gaseous
species. This assumption greatly simplifies the theoretical analysis and allows
the use of the ideal gas law as the equation of state. At 300 degrees Kelvin, the
condensed water is no longer negligible and the calculations break down. There-
fore the theoretical equibrium calculations are accurate for equilibrium tem-

peratures which are well above the boiling point of water.

It was found that while the temperature of the gas differed by as much as 40

degrees Kelvin between the top and bottom of the hood, the measured species
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concentrations hardly changed (see Table 5.1). The residence times of the hot
gas in the hood (mass of gas in the hood divided by the plume mass flowrate)
ranged from a low of 30 seconds for Z; = 0.23m to as long as 180 seconds for
Z; =0.0im. It would seem then that the gas in the hood is well mixed and that

chemical equilibrium would be established.

5.2. Mass Entrainment Rates

The mass entrainment of air into the fire plume is calculated by the chemical
analysis of combustion products in the hood as was described in Chapter 4. The
plume mass fluxes have been measured for interface heights of 0.23, 0.10, 0.07,
and 0.01 m. above a 0.19 diameter burner. The heat input rates ranged from 10
to 120 kW. Figure 5.16 shows the mass entrainment rate of air into the plume as
a function of the equivalence ratio for four interface heights. Our data corre-
lated well with the results of Cetegen (1982). As was observed by Cetegen (1982),
the entrainment rate is a weak function of the equivalence ratio ‘and heat
release rate of the fire at very low elevations of the interface, with the entrain-
ment rate approximately proportional to the interface height above the burner

raised to a power of about 3/4.

5.3. Fuel Rich Ceiling Layer

It was observed that there is a critical fire size for a given interface height in
which flamelets start to form in the interface and spread until the entire inter-
face is set on fire. Table 5.2 gives the critical fire size, gas temperatures, and
equivalence ratios for four interface heights. At this point the interface gas is
much hotter than the gas above it and this instability causes an inversion of the
hot and cooler gases. This sudden turnover results in the generation of vortices
and strong air currents that blow the fire plume to one side of the hood (see Fig-
ure 5.17(a)). After a while (a few seconds) the flamelets in the interface burned

out and the fire plume returned to its normally upright position. It was
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obse‘rved that the eqtire proéess described above occurred in regular cycles with
the period being inversely proportional to the fire size. In fact, after a certain

fire size'was reached, the interface was observed to be continuously on fire.

Measurements of the period of the inversion cycle were made with the use of
a thermocouple placed 4 in. above the lower edge of the hood, and 8 in. away
from a corner. The thermocouple was well within the zone where the flamelets
in the interface were observed. Table 5.3 shows the periods of the inversion

cycle for Z; = 0.07 m for several fire sizes.

The thermocouple was then connected to a strip chart recorder to obtain a
continuous temperature reading. Figure 5.17(b,1I) shows interface temperature
as a function of time during the inversion cycle for Z; =0.07m and Q, =91 kW.
As a comparison, Figure 5.17(b,]) shows the temperature history in the top of
the hood, and Figure 5.17(b.l11) shows the carbon monoxide concentration in the

interface as a function of time.

Between times A and B in Figure 5.17(b), the temperature in the interface is
constant while the CO concentration rises until it reaches a maximum at time B.
At time B, the unburnt fuel (methane, hydrogen, and carbon monoxide) in the»
interface begin to burn, and the temperatures increase sharply. At time C, the
gas temperature reaches a maximum, and the gas starts to cool downt. Finally,

at time D, the flames in the interface die out and the cycle starts all over again.

5.4. Oxygen Rich Ceiling Layer

In situations where the interface is well below the top of the flames. the gas in
the ceiling layer is entrained and heated to very high temperatures by the fire
plume several times before it finally leaves the hood. If fuel is supplied directly
into an oxygen rich ceiling layer, the resulting mixture may or may not react as

it passes through the flames.
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W‘e have carried out some preliminary experiments in which methane fuel is
injected directly into the ceiling layer to determine if the oxygen inside the hood
reacts with the fuel. In the following paragraphs, we will describe the apparatus
and techniques used to measure the fraction of the added fuel that reacts in an
oxygen rich ceiling layer. Briefly, mass conservation equations for the fuel and
oxygen are used to estimate: (1) the mass fraction of methane in the ceiling
layer in which the fuel entrained into the flames is entirely consumed; (2) the
mass fraction of methane in the ceiling layer in which the fuel entrained into
the flames does not react at all with the oxygen; and (3) the mass fraction of
oxygen in the ceiling layer, given the fraction of fuel that reacts in the flames.
The measured mass fraction of methane is then compared with the values
obtained from (1) and (2) to determine the fraction of added fuel that actually
reacts in the flames. To check the accuracy of the models, the oxygen concen-
tration in the hood is measured and then compared with the value obtained

from (3).

5.4.1. Apparatus. The apparatus used in these experiments was essentially
the same as the one used in the near field measurements. A 0.25 in. diameter
copper pipe was used to inject methane fuel into the hood. The heat release
rates of the added fuel ranged from 4.0 to 22.8 kW. The pipe and the probe were
placed in opposite corners, 0.8 m. from the bottom lip of the hood. To obtain a
ceiling layer with a high oxygen content (low ¢) and a high gas temperature, we
chose to use a fire size of 31.8 kW and an interface height of 0.23 m. (cf. Figure
5.2). The average flame height was about 0.78 m. from the top of the 0.19 m.

diameter burner.
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5.4.2. Fuel Mass Model. For steady state conditions, a mass balance of the
fuel entering and leaving the hood may be written as

"."f-uu -aly ('h?ﬂ - m’Ph) - CJW'I,.‘ =0 ' (5.1)

where my,_ . is the added amount of fuel; Cy the mass fraction of fuel in the
ceiling layer: 7, , the total plume flux at the flame height; and m,_ is the total
mass flux entering the hood as was defined in section 4.3. The term m, " L
is the rate of entrainment of the ceiling layer gas into the fire plume. The
parameter a represents the fraction of fuel that is consumed by the plume, i.e.,
if a=1 all the fuel that is entrained into the fire plume is consumed, and if
a =0 all the fuel that is entrained into the flames leaves the fire plume

unburned. The term C, m,,  is the mass flowrate of fuel leaving the hood. Equa-

tion (5.1) may be used predict the mass fraction of methane, C;, if a is known: '

T7Lf dded

a(mPn - 'hPu) +my, '

Cy = (5.2)

We were able to measure my ... Cr. and my, by the same techniques
tlescribed in Chapter 4. The value for rr':,ﬂ was obtained from the entrainment

recipe given by Cetegen (1982). The measured species concentrations and the
calculated mass flowrates for the ceiling layer with no fuel added are listed in

Table 5.4. Table 5.5 lists the data obtained {for four flowrates of added fuel.

In Table 5.6, the measured mass fraction of methane is compared with the
values obtained from Eq. 5.2 for the cases where: (1) the entrained fuel is not
burned by the flames (a = 0); and (2) the entrained fuel is completely consumed

(a =1). The results show that a fraction of the fuel entrained into the fire
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plume is burned, with the mass consumed being:

(M rans) ' C,
T s I G S S . (5.3)
m,.““ m,“‘“ lc, as0

5.4.3. Ozygen Mass Model. The steady state mass balance of oxygen in the
hood may be written as
m, (Mg yeg Jburned

C. (rig, = g) =1y, C, = € 2L— ¢, 7 =0 (5.4)

where Ca is the oxygen mass fraction in the ambient air ( = 0.23 ); m, -y, is
the entrainment rate of ambient air into the plume; C, is the mass fraction of
oxygen in the ceiling layer: f, is the stoichiometric fuel-air ratio (= 0.058 for
methane fuel); and (rh,‘“u)b‘,m.g is the amount of added fuel that was burned
in the fire ( as was defined in Eq. 5.3). The first term in Eq. 5.4 represents the
amount of oxygen entering the hood; the second term is the amount leaving the
hood; the third term is the amount of entrained 0, that reacts with m,. and the

last term is the amount of O, that reacts with (M . Jeumes- By neglecting m,
compared to m,_ in the first term and using the relation ¢ ~ (m,/m,_)x(1/f,).
Eq. 5.4 may be reduced to

C.(l-9)

(s 1pa Journed

Ismp,,

Co =

(5.5)
1+

Using the data in Tables 5.4 to 5.6, Eq. 5.5 may be used to predict the mass frac-

tion of oxygen in the ceiling layer. This predicted value may then be compared



with the measured mass fraction of oxygen to determine the accuracy of the
fuel and oxygen mass models (Table 5.7). The term (Q,).“.‘Bumcd in the
second column of Table 5.7 was calculated using Eq. 5.3.

The results how that the difference between the predicted and measured
concentration of oxygen in the ceiling layer increases as more fuel is injected.
This is because we had assumed that m, and m,  were independent of the
amount of fuel added into the ceiling layer. In reality, the fire size and plume
entrainment rates increase as more of the added fuel is consumed. It must be
noted that these are preliminary experiments, and more refined methods must
be used to determine accurately the effect of adding fuel into an oxygen rich

ceiling layer.

5.4.4. Critical Ozygen Concenliration. In another experiment to determine if
the fuel and oxygen will react in the ceiling layer, the pipe used to inject the fuel
was lighted and then placed inside the hood. The heat release rate of the added
fuel was set at 1 kW. The fire size of the plume was then varied to change the
oxygen concentration in the ceiling layer. It was found that the critical oxygen

" concentration is about 13% by volume for the injected fuel to keep burning.
This value is in close agreement with the critical oxygen index of 127% giveﬁ by
Lewis and Elbe (1951, p. 754). Just above the critical value, the flame on the
pipe was observed to have a transparent blue color. The more familiar yellow
flames (which are associated with soot formation) became more evident as the
oxygen content of the ceiling layer was increased. At the critical value, the
flame was very unstable and a small disturbance (such as moving the pipe
slightly) was enough to kill the flame. The fire on the pipe immediately died out |

when the oxygen concentration fell below the critical value.
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Table 5.1. Temperature and Species Concentrations vs. Probe Location

@, =73.7kW
2 =0.100 m.
Probe Location
Top of hood Middle of hood Bottom of hood
T°K 722 702 895
Yco, 0.0980 0.0970 0.0960
Yo, 0.0010 0.0003 0.0020
Yeo 0.0250 0.0250 0.0250
Yeu, 0.0860 0.0820 0.0880
Q; = 52.8 kW
Z; = 0.230 m,
Probe Location
Top of hood Middle of hood Bottom of hood
T°K 847 833 810
Yeo, 0.0890 0.0890 0.0880
Yo, 0.0540 0.0580 0.0560
Yeo 0.0031 0.0028 0.0032
ch‘ 0.0004 0.0004 0.0003
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Table 5.2. Critical Fire Size for Four Interface Heights

Critical

Z Fire Size * T
0.0im 40 kW 24 560°K
0.07m 60 kW 22 650°*K
0.10m 100 kW 25 730°K
023 m 150 kW 1.9 840°K

The critical fire size refers to the fire size below which
flamelets in the interface did not appear.

Table 5.3. Periods of the Inversion Cycle for Three Fire Sizes

Z; é, Period ¢

007m 6B kW s 23
0.07Tm 91 kW é62s 35
0.07m 128BkW 45s 45
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Table 5.4. Ceiling Layer Composition with No Added Fuel

Q, = 31.8 kW Th =818 KX
Z¢ = 0.23 m.

m, = 0.000683 kg/s

thy,, = 0.0307 kg/s

Avg. flame height = 0.78 m.
My, = 0.124 kg/s

Mole Fractions

Yo, = 0.1237 Ycy, = 0.0000

Yo = 0.0000 Yo, = 0.0378

Yy, = 0.0000 Yy,0 = 0.0836

Yv, = 0.7635 '
® = 0.370

Molecular Weight = 28.4 kg/kmol.

Table 5.5. Ceiling Layer Composition with Added Fuel

(@ odass Yo, Yeu, Yeo, Yoo n
4.0 kW 0.1241 0.0024 0.0377 0.0000 823 °K
7.5 kW 0.1212 0.0036 0.0374 0.0000 828 °K

14.B kW 0.1172 0.0072 0.0370 0.0000 840 °K

22.8 kW 0.1065 0.0091 0.0399 0.0004 868 °K
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Table 5.6. Measured vs. Predicted Mass Fraction of Methane

3y : Cy Cr Cr
(Qrodses if unburned  if completely burned  measured

4.0 kW 0.0027 0.0007 0.0014 0.31

7.5 kW 0.0051 0.0013 0.0020 0.51
14.8 kW 0.0101 0.0025 0.0041 0.48
22.8 kW 0.0156 0.0038 0.0051 0.88

The predicted mass fractions of methane are based on the lame height,
the plume mass fluzes, and the amount of added fuel. ais the
fraction of entrained fuel that was consumed in the fire plume.

Table 5.7. Measured vs. Predicted Mass Fraction of Oxygen

(@r)added  'Birped Predicted Measured
40 kW 2.0 kW 0.144 0.140
7.5 kW 4.8 kW 0.141 0.136

14.8 kW 8.8 kW 0.138 0.132

22.8 kW 15.3 kW 0.130 0.121
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0 sec:

o Steady flame

o Steady, low soot
o 1.4% CO

t = 47 sec:
o Vialent turnover
o Flame strongly blown
o Flamelets. decay

Figure 5.17 (a)

t = 40 sec:

o Flamelets form
o Taylor irstability
o More soot, 1.8% CO

t = 62 sec:
o Return to steady flame
o Residence time about
100 sec.
o Periodic cycle
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Chapter 8
SUMMARY AND CONCLUSIONS

8.1. Mixing in Doorway Flows

We have presented the results of experiments done in a half-scale room to
investigate the mixing process near a doorway. No actual fire was present in the
room; instead, a pump-furnace setup was used to simulate the entrainment and
heating of fresh air by the fire plume. Four door geometries were used in the
experiments. To estimate the mass transfer rates, it was assumed that the
room and ambient air can be separated into four distinct regions with uniform".
thermodynamic properties: the hot ceiling layer, the cooler floor layer, the fur-

nace, and the ambient or outside air regions.

The dimensionless temperature profiles (gas temperature normalized by the
furnace and ambient air temperatures) were plotted as a function of distance
from the interface for different floor suction rates. It was found that, for cer-
tain door gecmetries, the profile shapes were independent of the floor suction

rate.

It was observed that the furnace temperature and the floor suction rate have
a very strong influence on the interface height and the mixing rates. The mixing
rates (expressed as the entrainment rate into the cold layer divided by the floor
suction rate) were found to be a function of a Richardson number that uses the
interface height as the characteristic length. The average inflow velocity, U,.,
was estimated with the use of the door width and the interface height. For a
given value of m,, the effect of reducing the door area is to reduce the value of

Ri; and hence increase the mixing rate. The door height was found to be a
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much stronger influence on the mixing rate and interface height than the door

width.

With the use of Taylor's entrainment hypothesis and a velocity scale based on
the initial momentum of the jet, we found that the relationship between my/m

and R, is:

Nl'—‘

g I, ]l e [P S W
o s s IR o 3 ECELS

i
This correlation was derived from data obtained from a rectangular room with a

door; it should not be_applied to other room geometries which are radically

different from the one used in our experiments.

6.2. Entrainment in Fire Plumes

We have made entrainment measurements in the near field of a buoyant
diffusion flame where the interface height was well below the top of the flames.
The entrainment rates were estimated by analyzing the composition of the hot
combustion products in the ceiling layer. It was found that the temperature

and species concentrations did not vary significantly within the ceiling layer.

For a given interface height, it was observed that the gas temperature
reaches a maximum when the fuel-air ratio was increased above the
stoichiometric value. This maximum temperature was found to decrease with
interface height and is a result of changes in the relative magnitude of the heat
released by the fire and heat loss from the system to the surrounding environ-

ment.

The measured species concentrations were compared with the theoretical

equilibrium composition values obtained from a computer program written by
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Gordon and McBride (1876). It was found that the measured species concentra-
tions were almost independent of the gas temperature. The error resulting from
the assumption of negligible soot concentration was found to be large enough to

affect the accuracies of the calculated water and hydrogen concentrations.

The mass entrainment rates of air into the fire plume were measured for four
interface heights. The entrainment data correlated well with the values
reported by Cetegen (1882). As was also observed by Cetegen (1882), the
entrainment rates were found to be a very weak function of the fuel-air ratio

and at very low elevations of the interface.

In our study of fuel rich ceiling layers, it was observed that there was a criti-
cal fire size for a given interface height in which flamelets started to form in the
interface and spread until the entire interface was set on fire. The burning of
the interface caused an inversion process to occur in the ceiling layer. It was
observed that the inversion process occurred in regular cycles with the period

being inversely proportional to the fire size.

Some preliminary experiments were made to investigate the effect of inject-
ing fuel into an oxygen rich ceiling layer. Fuel and oxygen mass models were set
up to estimate the amount of added fuel that reacts in the fire plume. For a
ceiling layer with an oxygen content of about 12% by volume, it was found that
more than 507% of the fuel injected into the ceiling layer reacted with the oxygen.
Since it was assumed that the plume entrainment rates were independent of the
flowrate of added fuel, the models were found to be inaccurate when a large

amount of fuel was added to the ceiling layer.

In another experiment to determine if the added fuel will react in an oxygen
rich ceiling layer, the pipe used to inject the fuel was lighted and then placed

inside the ceiling layer. It was found that the critical mole fraction of oxygen is
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about 0.13 for the flame on the pipe to keep burning. These findings are the
results of preliminary experiments; more refined methods must be used to

accurately determine the effect of adding fuel to an oxygen rich ceiling layer.
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Appendix A

THE TWO-LAYER ROOM MODEL

A 1. Mass Transfer Model

The two-layer room model assumes that the room may be divided into two

homogeneous regions with uniform properties: the celling (or hot) layer which

contains the combustion products, and the floor (or cold) layer which contains

fresh air. In addition to the two layers, the furnace and the ambient air region

are also assumed to have uniform properties. Figure 2.2(b) is a schematic

diagram of the model u;ed in the calculation of the mass flows between each

region. The thermodynamic properties in each region are assumed to be uni-

form throughout the region and independent of time.

Given :ine quantities m, my, Kj, K., and K., the mass flowrates m,, m,,

my. and m, may be calculated by balancing the total mass flows and the carbon

dioxide mass flows in each region.

For the floor layer: | M, +Mmg =y, —m=0

Catnye + Cymg — Cmy, —C.mga=0

For the ceiling layer: mg+ my —m, —mgq =0

Csfhs + C’,m.,, - Chmlh - Chfhd =0

(A1)

(A.2)

(A.3)

(A.4)
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For t‘he,furnace: thy = Thg + My (A.5)

where G, is the mass fraction of COg in region i. In our experiment the fuel flow
rate, my, was found to be negligible compared to the total mass flow mz. ms

may then be approximated by

Ty & g . (A.8)

The equations must now be manipulated to solve for the unknown mass flows.

i, may be eliminated from Eq. A1 with the use of Eq. A.3.

T = M, = Mg =My (A7)
Similarly, Eq. A.4 may be used to eliminate the term m,, in Eq. A.2.

Camyc — Chmgn = C.mgp — Cams (AB)

The equation for m;, is found by multiplying K. to both sides of Eq. A.7 and

subtracting the result from Eq. A.B to eliminate the term Kom,.

s = (Ca - C‘"Z: _‘: (Ci’ = Celms (A.9)

Eq. A.7 gives m in terms of thp, . and my:

My =Ty — Mg + M) (A.10)

rh, is found by combining Eqs.A.3 and A4 to eliminate the term my,




-97-

_ ms(Cs = G))
e Y (A.11)
and. finally, Eq. A1 is used to find my4.

Mg = My + Mp =M (A.12)

If mgx rhg Eq. A.12 may be combined with Eqs. A9, A.10, and A.11 to give

o [(es-c)e - ca)]
™4 = (G, - GG — €Y (4.13)

1f we assume that the molecular weight of the gas in the room is approxi-
mately the ambient value, then the above equations may be rewritten in terms

of the mole fractions K.

(Ka — K )Me + (K3 — Ku)mg

Ty = K. ’ (A.14)
My =My — Mg+ M, (A.15)
i, = ms(Ks — K)

eyl (A.16)

[ - KK - K |
™ =T (K - KK - K2) | (817)
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A.2. Definition of U’

Taylor's entrainment hypothesis states that local entrainment rate is propor-
tional to the local maximum velocity and the local entrainment coefficient (see
Sec. 3.1.3). Since we have no knowledge of the velocity profiles in the room, we
were forced to look for another velocity scale. From previous experimental work
(Chu & Vanvari 1876), it is known that the entrainment process takes place pri-
marily in the so-called "supercritical” (i.e.. momentum-dominated) region of a
stratified wall jet. In this supercritical region, the flow is influenced by the
upstream condition only and has similar characteristics to a neutral jet (Chu &
Yanvari 1976). For our range of experiments, it follows that we may ignore the
momentum losses due to wall friction and changes in hydrostatic pressure and

define a new velocity scale based on the initial momentum of the jet. The velo-

city scale, U°, is defined to be:

U(z) = ———-. (A.18)

A mass balance of the cold layer jet gives (rmy, = 0):

[TpUdy = m(z) = ry(z) + o (A19)

where mgy(z) is the mass flux of entrained hot layer gas, and m,. is the mass

fiowrate of fresh air entering the room.

A momentum balance of the cold layer jet gives:
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'[-pU‘dv =1y Ui =y U [1 - %—] - [C’(z)] - [C"(z)]' {4.20)

where m .U, is the initial jet momentum; (v,  U,.){(1 = b/F) is the loss due to
the sudden expansion of the jet width (from b to W); Cr(z) represents the fric-
tional drag of the walls; and Cp(z) represents the pressure force on the layer
due to its changing depth and density (see Ellison & Turner 1958). If we now
assume that the losses due to the presence of pressure gradients and wall fric-

tion are negligible compared to (m,.U,.)(b/#), Eq. A.18 may be combined with
Eqs. A.19 and A.20:

—';L—-(';-)—f»-,— (A.21)

A 3. Relationship between U’ and Up,.,
From Eq. A.1B:

. 0 max-
U'(z) = . (A.22)
T Upnas(Z) ,['p Ug:d(y/z)

For self-preserving jets with small density variations in the streamwise direction

(p ® p.). Eq. A.22 reduces to:

Umax(Z)

U'z) = A,

(A.23)

where
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P—q—d(y/z)
l‘!\ x

I [——-lvm d(y/z)

A, is an empirical constant whose value depends on the shape of the velocity

= constant . (A.24)

profile. For Gaussian velocity profiles (U/Upyy = t‘l"""]'). A, is approximately

1.4,
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Appendix B

CALCULATION OF SPECIES CONCENTRATIONS IN A FIRE PLUME
For one mole of methane fuel burning in z moles of excess air:

CH, + (2 + Z)(Og + 376N3) - ﬂco!COg + nepCO +

+ nc}{‘CH‘ + ‘no.02 + nH.onO + ﬂﬂlﬁz + nN.Nz

where ny is the number of moles of species i. We can now write four equations

to balance the number of moles of the elements C, H, 0, and N.

C: 1=nc,+nco+ ney, (B.1)
H: R2=2ncy, +nyo+mny, 7 (B.2)
O: 2+z=nco,+ng, + é—(‘ny,o + nco) (B.3)
N: 38.76(2+z)= ny, | (B.4)

Using our analyzers, we are able to measure the mole fraction of CH,, CO,.
CO. and ¥, in a dried sample. Using this data we wish to find: (1) the actual
mole fractions of the seven species in the hood; (2) the equivalence ratio; (3) the
mass of air entrained into the plume; and (4) the molecular weight of the inix-

ture.
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B.1. Species Concentrations

Let Nyampis be the total number of moles in the dried sample, ie.

Neampie = Tico, + Rco + ncy, + Mo, + v, + Ng, - (B.5)
Now define
Meco n n
= 2 - co 'He0
Yoo, = ot Yoo = o Yo = et
sample sample Numpu

or, in general, for species i:

n
Ys —
% N Is (BS)

Note that ¥ is the mole fraction of species i in the dried sample with the excep-
tion of Yy,0 which has no physical significance. Dividing Egs. B.1, B.2, B3, B4,

1
= Yoo, + Yoo + Yo

Nsampu COe co CH (B"?)

2 -
Fo— = ZYCH‘ + YH.O + Yy' i (B.B)
”YNZ

- 1

576 = Yoot Yo + (Va0 * Yco) (B.9)
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1=Yeo, + Yoo + Yeu, + Yo, + Yn, + Yy, . (B.10)

where Eq. B.9 was obtained by combining Eqs. B.3 and B.4. The value of Neampie i
given explicitly by Eq. B.7 since Yy, Yo, and Ycn, are known.

We now have to manipulate the equations to find the unknown terms. Sub-

tracting Eq. B.10 from B.B eliminates the term Yy,

2

N~ 1 = Yau, + Yoo = Yoo, = Yoo = Yo, = T, (B.11)

Multiplying Eq. B.S by 2 then subtracting the result from Eq. B.11 eliminates the
term Yy,o0-
2

Mo 1T Yen, = 3Yco, — 2Ycp = 3Yp, — 0.4681Yy, (B.12)

Yy, is calculated from Eq.B.12:

I U PP _ 2
Yy, = 02681 Y, = 3Yco, = 2Ypo — 3Yp, — m"‘ 1 (B.13)
Eq. B.9 gives Yy 0
[ vy
Yoo =2 l 56~ Yoo, = yo,] - Yoo (B.14)

and Eq. B.8 yields Yy,
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- 2
Yy, = m- 2Yeu, = Ya,0 (B.15)

The next step is to find the actual mole fractions of each species in the hood.

Let Njo.q be the total number of moles in the hood, i.e.,
Ninood = 'nco' +Nnep t+ ﬂcy‘ + ‘no: + ‘nglo + ngz + ﬂ‘N'
= ”M,,{Ycoz + Yco + ch‘ + Yoz + Y;;'o + YH: + YN']

= Nygmple {1 + YH,D]

where the last result came from using (B.10). Now define ¥ as the actual mole

fraction of species i, i.e.,

n;

——e

Y.
' N hood

}',-, N, aamgll
N hood

Y:
1+ Yu0 (B.18)

Therefore,

ng= 1+ Yy,o : ?H,0= 1+ Yy'o :
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B.2. The Equivalence Ratio

The equivalence ratio i{s deflned to be the fuel-air ratio divided by the

stoichiometric fuel-air ratio.

= 5 ez (B.17)

Eq. B.4 may be used to calculate z.

Therefore,

2 ___ 152
R+=z YNgN:ampu

%= (B.18)

where Yy, and Nsampie can be calculated from Eqs. B.7 and B.13, respectively.

B.3. Air Entrainment Rate

The mass entrainment of air, mg, can be calculated if the mass flowrate of

fuel, m,, is given.

3

[ .
g = (2 + ’)(4'76)IT6 (28.8)

[
= 8.58(2 + z)m, = a.sal%]m, (B.19)

where (2 + £)(4.76) is the number of moles of air per mole of fuel; 16 is the
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molecular weight of the fuel; and 28.8 is the molecular weight of air.

B.4. Molecular Weight

The molecular weight, M¥, of the mixture is

total mass in hood
total moles in hood

MW =

2‘7; x MW, (B.20)

where Y, and MW¥; are the mole fraction and molecular weight of species .
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Appendix C

TABULATED DATA FROM THE ROOM EXPERIMENTS

The experimental data obtained from the room experiments are tabulated on
the following pages. The symbols are defined in the List of Symbols. The units of

the symbols are as follows:

Symbol Units

K. K. Ks. K, 7% CO3 by volume

M2, Mp, Myc. My, Mg | kilograms per second

Qf kilowatts
F, Ri, dimensionless
Ta. Ty, Ts. T; degrees Celsius
. seconds
U, meters per second

Y., 6, inches
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DOOR GEOMETRY: 1

0.037

0.185

vz || 0.076 | 0.146 | 0D.176 | 0.188 0.200
o, 13.7 265 | 265 202 | 7.7 | 237 | 243
K- 005 | 005 [ 003 | 0.04 | 005 | 0.05 | 0.05
Kn o72 | o863 | 061 | 063 | 0.83 | 083 | 065
Ks 073 | oes | 066 | 068 | 0.85 | 0.87 | 0.63
K. 008 | 011 | 017 | 018 | 0.05 | 0.12 | 0.21
Te 25 25 24 23 22 23 24
Th 147 150 | 147 148 128 | 147 | 147
Ts 166 166 | 159 182 155 | 183 | 159
T 33 38 48 50 32 41 56
my, || 0.076 | 0.143 | 0.149 | 0.151 | 0.038 | 0.156 | 0.140
v, | 0.076 | 0.143 | 0.149 | 0.151 | 0.038 | 0.156 | 0.140
"y 0012 | .0140 | .0200 | .0124 | .0009 | .0129 | -.009
vy || 0012 | 0166 | 0473 | .0471 |.0000 | .0215 | .0509
Y; 27.6 19.7 | 14.9 140 | 343 | 173 | 115
U, | 0.200 | 0.529 | 0.723 | 0.780 | 0.080 | 0.853 | 0.880
Ri, 4538 | 444 | 155 1.22 | 3123 | 241 | 0.72
6c 8.0 8.0 8.0 8.8 5.6 8.0 11.2
trey || 17.04 | 1222 | 1194 | 1158 | 2463 | 1181 | 11.59
n":“ 0.0152 | 0.115 | 0.318 | 0.3111 | 0.000 | 0.137 | 0.384
1c
F | 0os0 | 0.125 | 0.213 | 0.239 | 0.016 | 0.170 | 0.312
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DOOR GEOMETRY: 18" by 24" high

-
Run | 32 | 33 34 35 38 37
vhe || 0.067 | 0.030 | 0.208 | 0.067 | 0.148 | 0.050
Q, 12.1 7.7 20.1 | 128 | 201 | 104
K. || 0.09 | 005 | 0.05 | 005 | 0.08 | 0.04
K, || 078 | 103 | 089 | 082 | 0.88 | 0.83
ks || 079 | 105 | 089 | 082 | 089 | 0.84
K. |l 017 | oos | 051 | 013 | 038 | 0.08
T 23 24 21 21 21 21
Ta 181 | 115 | 142 | 125 | 154 | 125
Ts 162 | 153 | 157 | 160 | 164 | 160
T. | 38 35 | 102 | 40 | 72 | 33
mix || 0.060 | 0.031 | 0.094 | 0.060 | 0.094 | 0.048
m.c || 0.060 | 0.031 | 0.094 | 0.060 | 0.084 | 0.048
v, || .0011 | .0006 | .0000 | .0000 | .0028 | .0007
mg | 0079 | .0000 | .1139 | .0070 | .0544 | .0026
Y, | 1120 | 182 | 43 | 132 | 85 | 158
U | 0.395 | 0.122 | 1.568 | 0.326 | 1.041 | 0.218
Ri, || 385 | 6083 | 003 | 820 | 0.24 | 18.35
bc 4.0 8.0 96 | 40 | 104 | 4.0
tres | 36.46 | 68.28 | 13.50 | 34.81 | 17.75 | 43.15
'_*“ 0.131 | 0.000 | 1.211 | 0.116 | 0.577 | 0.053
™.
F |l 0140 | 0.037 | 1.465 | 0.111 | 0.522 | 0.085
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DOOR GEOMETRY: 12" by 39" high
—-—r—-——————%

Run 38 39 40 41 42 43

vag || 0.088 | 0.147 | 0.044 | 0.196 | 0.112 | 0.100
Q, 124 | 201 9.8 265 | 192 | 17.2

K. 0.04 0.04 0.04 | 0.04 0.05 0.05
Kn 0.83 0.73 0.84 0.77 0.72 069
Ks 0.63 0.75 0.84 0.79 0.72 0.70
K 0.05 0.16 0.05 0.31 0.10 0.08

T 22 22 22 20 21 21
T 124 | 146 | 132 | 148 | 150 | 149
Ts 158 | 161 | 160 | 164 | 161 | 161
T, 32 45 33 65 40 39

v, || 0.067 | 0.126 | 0.044 | 0.128 | 0.103 | 0.096
v, || 0.087 | 0.126 | 0.044 | 0.12B | 0.103 | 0.096
v, | .0006 | .0052 | .0000 | .0063 | .0000 | .0008
vhg || .0012 | .0265 | .0003 | .0743 | .00B7 | .0049

Y, || 254 | 137 | 312 | 70 | 178 | 211
U, | 0.286 | 0988 | 0.151 | 1.959 | 0.624 | 0.489 |
Ri, |l 1728 | 078 | 8021 | 0.08B | 278 | 5.40

bc 4.0 6.4 40 | 144 | 4.0 4.8
fres | 22.33 | 1485 | 25.14 | 1325 | 17.00 | 17.00

0.017 | 0.211 | 0.006 | 0.581 | 0.0B4 | 0.051

F 0.045 | 0.199 | 0.020 | 0.625 | 0.104 | 0.075
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DOOR GEOMETRY: 12" by 26" high

Run 44 45 46 47 48 49

me 0.087 | 0.044 | 0.033 | 0.078 | 0.057 | 0.094

Q, 13.7 | 10.0 9.3 13.1 11.0 | 13.9

Ka 0.05 0.05 0.05 0.05 0.05 0.05
Kn 0.89 0.83 1.06 0.87 0.97 0.97
Ks 0.89 0.83 1.06 0.87 0.97 0.97
K 0.20 0.08 0.06 0.18 0.18 0.32

T- 21 22 22 22 20 21
Tn 135 | 129 | 119 | 141 | 126 | 144
Ts 168 | 164 | 158 | 180 | 186 | 165
T, 37 36 33 50 35 54

v, || 0.055 | 0.042 | 0.033 | 0.066 | 0.050 | 0.066
v, || 0.055 | 0.042 | 0.033 | 0.066 | 0.050 | 0.066
v, | .0000 | .0000 | .0000 | .0000 | .0000 | .0000
 mg || 0120 | 0017 | .0003 | 0124 | 0068 | .0276

Y, | 110 | 154 | 187 | 81 | 134 | 72
U,. || 0.538 | 0.296 | 0.188 | 0.777 | 0.401 | 0.990
Ri, || 216 | 964 | 2771 | 075 | 449 | 035

8¢ 4.0 4.8 5.6 11.2 3.2 8.8
t 36.10 | 49.15 | 60.41 | 32.13 | 40.57 | 27.76

™4 | 0217 | 0.040 | 0.010 | 0.188 | 0.136 | 0.415

mic

F 0.123 | 0.059 | 0.036 | 0.205 | 0.087 | 0.286
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OR GEO :12"by 268" hi varjable T
Run 50 51 52 53
me || 0.057 | 0.083 | 0.057 | 0.057
(X 8.6 111 5.8 3.1
K. 0.05 0.05 0.05 0.05
K 0.75 0.76 0.52 0.31
Ks 0.75 0.76 0.52 0.31
K, 0.16 0.29 0.15 0.12
Te 20 20 21 21
T 103 120 79 62
Ts 131 133 98 67
T, 33 55 .82 32
mu | 0048 | 0082 | 0.045 | 0.042
vy | 0048 | 0.082 | 0.045 | 0.042
m, || .0000 0000 | ..0000 | .0000
g .0090 0314 | 0121 | 0153
Y 12.0 70 | 103 9.0
Uje 0.429 0.942 | p.468B 0.498
Ri, 2.89 0.29 1.51 -0.78
éc 5.2 10.4 3.2 3.2
| trys | 4480 2002 | 50.11 | 54.47
™4 | o188 | 0511 | 0.270 | 0.368
m¢
F | 0115 | 0346 | 0170 | 0.248
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Appendix D

TABULATED DATA FROM THE FIRE PLUME EXPERIMENTS

The experimental data obtained from the plume experiments are tabulated
on the following pages. The symbols are defined in the List of Symbols. Y, is the
measured mole fraction of species i in the dried sample, and ¥, is the estimated
mole fraction of species i in the ceiling layer. The units of the other symbols

are as follows:

Symbol Units
Q_, kilowatts
Ty, Ta degrees Kelvin

Mg, rr'z.p,m kilograms per second
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0.18 m. Burner

2, =023m

9 | 105 | 211 | 318 | 421 | 528 | 632 | 737
T.°K | 448 | 639 | 614 | 692 | BOO | 828 | 838
To°K | 293 | 203 | 293 | 203 | 283 | 293 | 293

Yo, | 0.187 | 0.185 | 0.140 | 0.099 | 0.58 | 0.015 | 0.005

Yes, | 0.012 | 0.026 | 0.039 | 0.06¢ | 0.087 | 0.101 | 0.10

Yeo || .0000 | .0000 | .0000 | .0006 | .0031 | .0095 | .0166

Yo, || 0000 | .0000 | .0000 | .0000 | .0004 | .0018 | .0162

Y,, | 0.181 | 0.158 | 0.130 | 0.090 | 0.051 | 0.012 | 0.004

Yo, || 0.012 | 0.025 | 0.036 | 0.058 | 0.077 | 0.083 | 0.090

Yoo | -0000 | .0000 | .0000 | .0005 | .0027 | .0078 | .0140

Yes, || 0000 | .0000 | .0000 | .0000 | .0004 | .0013 | .0137

Yv, | 0.784 | 0.767 | 0.762 | 0.735 | 0.711 | 0.716 | 0.672

Yx, -008 | .0075 | -.001 | .0211 | .0383 | -.003 | .0512
Yy,0 || 0.032 | 0.042 | 0.074 | 0.096 | 0.120 | 0.1B4 | 0.156

@ 0.111 | 0.244 | 0:357 | 0.597 | 0.842 | 0.962 | 1.312

mp | .0340 | .0311 | .0319 | .0254 | .0225 | .0237 | .0202

v, | 0342 | .0318 | 0326 | .0263 | 0236 | 0251 | .0217
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0.19 m. Burner

Z=028m |

Q B4.2 | 1052 | 1263 | 421 | 73.7 | 1052 | R0.2
Ty °K | 847 827 | 830 680 852 BR1 618
| T. °K || 293 293 203 298 208 208 285
Yo, | 0.005 | 0.000 | 0.002 | 0.135 | 0.016 | 0.003 | 0.140
Yoo, || 0.101 | 0.095 | 0.097 | 0.054 | 0.104 | 0.100 | 0.036
Yoo || .0196 | .0230 | .0240 | .0000 | .0100 | .0200 | .0000
Yey, || 0270 | .0590 | .0660 | .0000 | .0010 | .0375 | .0000
Yo, | 0.004 | 0.000 | 0.002 | 0.136 | 0.013 | 0.002 | 0.127
Yoo, | 0.085 | 0.078 | 0.083 | 0.055 | 0.087 | 0.083 | 0.033
Yoo | .0164 | .0190 | .0205 | .0000 | .0084 | .0187 | .0000
Ycu, | 0226 | .04B7 | .0563 | .0000 | .0008 | .0312 | .0000
Yv, | 0670 | 0.659 | 0.632 | 0.700 | 0.699 | 0.667 | 0.775
Yy, | 0395 | 0198 | .0595 | .1177 | .0282 | .0324 | -.028
Yy,0 || 0163 | 0.175 | 0.147 | -009 | 0.163 | 0.187 | 0.093
@ 1.387 | 1.666 | 1.897 | 0.585 | 1.035 | 1.478 | 0.317
mg | .0219 | .0228 | .0240 | .0259 | .0256 | .0257 | .0332
mp, || 0237 | .0250 | .0267 | 0268 | .0271 | .0279 | .0339




0.19 m. Burner
____Z,=010m

Q 105 | 21.1 | 31.8 | 421 | 626 | 63.2
T,°K || 480 | 567 | 625 | 670 | 691 | 8B7
T.°K || 2906 | 296 | 296 | 296 | 296 | 296
Yo, 0.175 | 0.130 | 0.070 | 0.025 | 0.020 | 0.011
Yeo, | 0.024 | 0.054 | 0.079 | 0.093 | 0.096 | 0.091
Yep | 0000 | .0000 | .0054 | .0150 | .0178 | .0200
Yo, | 0000 | .0000 | .0050 | .0215 | .0390 | .0690
Yo, 0.174 | 0.128 | 0.063 | 0.021 | 0.017 | 0.009
¥co, | 0024 | 0.053 | 0.071 | 0.079 | 0.084 0.077
Yo || 0000 | .0000 | .0048 | .01R7 | .0155 | .0168
Ycu, | 0000 | .0000 | .0045 | .0182 | .0340 | .0581
Vv, | 0754|0713 | 0.706 | 0.686 | 0.651 | 0.653
Yu, | 0424 | 08B0 | .0480 | .0313 | .0696 | .0282
Yu,0 || 0.005 | 0.018 | 0.103 | 0.152 | 0.129 | 0.159
@ 0.238 | 0.559 | 0.854 | 0.911 | 1.204 | 1.538
mg | 0159 | .0138 | .0133 | .0126 | .0123 | .0130
rh,, || 0161 | 0140 | 0140 | 0135 | .0134 | 0143
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0.19 m. Burner
_£:=0.10m

Q 73.7 | B4.2 | 1052 | B42 | 526 | 31.8
T, °K | 681 703 728 718 697 | 669
T.°K | 298 | 298 296 296 296 296
Yo, | ©0.007 | 0.005 | 0.005 | 0.006 | 0.016 | 0.070
Yco, || 0.089 | 0.091 | 0.096 | 0.093 | 0.098 | 0.085
Yoo | 0230 | .0240 | .0220 | .0230 | .0196 | .0060
Ycn, || .0B70 | .0990 | .1070 | .0960 | .0400 | .0030
Yo, 0.006 | 0.004 | 0.004 | 0.005 | 0.014 | 0.086
Yeo, | 0.075 | 0.078 | 0.085 | 0.0B1 | 0.083 | 0.080
Yoo | 0193 | .0206 | .0195 | .0200 | .0169 | .0056
Yey, || 0730 | .0B50 | .0948 | .0833 | .0345 | .0031
Yv, | 0639 | 0.615 | 0.587 | 0.810 | 0.852 | 0.876
Yy, | -0276 | .0561 | .0955 | .0687 | .0630 | .1070
Yy,0 | 0.160 | 0.141 | 0.114 | 0.133 | 0.137 | 0.063
) 1.965 | 2.249 | 2.555 | 2.268 | 1.549 | 0.983
myp | .0135 | .0135 | .0148 | .0134 | .0122 | .0116
mp, || 0150 | .0153 | .0170 | .0152 | 0133 | .0123
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0.19 m. Burner

I i Z;=007Tm — 1

Q 21.1 | 421 | 52.8 | 632 | 105 | 31.8
T,°K || 604 | 642 | 649 | B854 | 500 | 842
7.k | 298 | 208 | 208 | 208 | 208 | 208
Yo, | 0.076 | 0.018 | 0.008 | 0.006 | 0.170 | 0.043
Yeo, | 0.074 | 0.080 | 0.088 | 0.088 | 0.031 | 0.084
Yeo | .0033 | .0174 | .0208 | .0224 | .0000 | .0096
Yey, | 0030 | .04B8 | .0730 | .1038 | .0000 | .0097
Yo, 0.067 | 0.015 | 0.007 | 0.005 | 0.174 | 0.036
Yco, | 0.065 | 0.075 | 0.072 | 0.074 | 0.032 | 0.070
Yco .0029 | .0145 | .0171 | .0189 | .0000 | .0080
Yoy, | 0028 | .0406 | .0599 | .0B75 | .0000 | .0081
Yv, | 0.726 | 0.675 | 0.666 | 0.628 | 0.731 | 0.721
Yy, | 0172 | .0158 | -001 | .0296 | .0851 | -.006
Yu,0 || 0.119 | 0.164 | 0.180 | 0.157 | -.022 | 0.163
¢ 0.733 | 1.454 | 1.685 | 2.163 | 0.326 | 0.903
vhgy || 0104 | .0104 | .0113 | .0105 | .0116 | .0126
rp, || 0108 | .0113 | 0124 | .0118 | 0118 | .0133
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0.189 m. Burner

_2,=00lm -

@ 316 | 21.1 | 421 | 105 | 21.1 | 263 | 36.9
Ty °K || 549 556 | 563 507 532 539 | 568
T. °K || 298 208 208 | 208 | 288 298 | 288
Yo, |/ 0.016 | 0.032 | 0.015 | 0.082 | 0.023 | 0.017 | 0.0186
Yo, | 0.085 | 0.087 | 0.085 | 0.078 | 0.086 | 0.086 | 0.082
Yoo || 0230 | .0164 | .0230 | .0087 | .0188 | .0210 | .0218
Yew, || 0944 | .0358 | .1122 | .0136 | .0881 | 0912 | .1118
Yo, | 0.014 | 0.028 | 0.013 | 0.055 | 0.020 | 0.015 | 0.014
Yco, | 0.073 | 0.075 | 0.074 | 0.089 | 0.074 | 0.074 | 0.070
Yoo | .0198 | .0141 | .0200 | .0076 | .0158 | .01B0 | .0186
Ycu, | 0812 | .0308 | .0978 | .0119 | .0582 | .0784 | .0955
?jvg 0.626 | 0.875 | 0.607 | 0.705 | 0.854 | 0.831 | 0.825
Yy, || -0464 | 0374 | 0600 | .0310 | .0328 | .0433 | .0305
¥y,0 || 0139 | 0.140 | 0.128 | 0.121 | 0.146 | 0.141 | 0.147
@ 2.092 | 1.333 | 2.379 | 0.940 | 1.696 | 2.029 | 2.214
mg | .0054 | .0057 | .0064 | .0040 | .0045 | .0047 | .0080
m, | .0061 | .0081 | .0073 | .0042 | .0048 | .0053 | .0068
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of the head are derived for these ideal flows. The influences of viscosity
and mixing are briefly discussed and the status of salt water and gas modeling
experiments is given.
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